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Abstract

This thesis is concerned with automotive active safety, and a central theme is a new safety function called Emergency Lane Assist (ELA). Automotive safety is often categorised into passive and active safety, where passive safety is concerned with reducing the effects of accidents and active safety aims at avoiding them. ELA detects lane departure manoeuvres that are likely to result in a collision and prevents them by applying a steering wheel torque. The ELA concept is based on traffic accident statistics, i.e., it is designed to give maximum safety based on information about real life traffic accidents.

The ELA function puts tough requirements on the accuracy of the information from the sensors, in particular the road shape and the position of surrounding objects, and on robust threat assessment. Several signal processing methods have been developed and evaluated in order to improve the accuracy of the sensor information, and these improvements are also analysed in how they relate to the ELA requirements. Different threat assessment methods are also studied, and a common element in both the signal processing and the threat assessment is that they are based on driver behaviour models, i.e., they utilise the fact that depending on the traffic situation, drivers are more likely to behave in certain ways than others.

Most of the methods are general and can be, and hopefully also will be, applied also in other safety systems, in particular when a complete picture of the vehicle surroundings is considered, including information about road and lane shape together with the position of vehicles and infrastructure.

All methods in the thesis have been evaluated on authentic sensor data from actual and relevant traffic environments.
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Part I

Introduction
In 2005, Folksam, a major Swedish insurance company, that also carry out research, released their report “Hur säker är bilen 2005” (How safe is the car 2005). Among many other things, they state that during slippery road conditions the contribution of an anti-skid system, often referred to as ESP or DSTC, to safety in a car is as high as that of the safety belt (Folksam, 2005). In such conditions, an anti-skid system cuts the risk of being killed or seriously injured by half. For researchers in automotive active safety this is an encouraging result, which shows that as passive safety systems reach a high level of maturity active safety systems have a huge potential.

This thesis is devoted to active safety research from a control and signal processing perspective. Active safety, as opposed to passive safety, aims at preventing accidents before they occur. A typical example is the anti-skid system referred to above, which tries to keep the driver in control when the vehicle is about loose grip, and thus hopefully avoid being involved in an accident. The thesis deals with three distinct but connected areas within the active safety field.

First, reducing the number of traffic accidents is extremely important. For instance, in the European Union nearly 40,000 people are killed in traffic accidents every year as a result of traffic accidents (European Road Federation, 2004). However, how to design new safety functions to reduce these numbers in the most efficient way is often unclear. The first part of the thesis tries to provide a structured approach to this problem. It compares different, possible, safety function designs and estimates which has the highest potential safety benefit.

Second, most current and future active safety functions will have certain parts in common. They involve some kind of sensor to measure physical properties and they involve some kind of signal processing in order to translate the measured properties to information about the traffic situation and the vehicle state. Furthermore, a decision mechanism to determine when to activate the response and a control unit to decide what to do in the case of a response are typically also required. While early active safety systems, e.g., the
anti-skid system, mostly measure internal properties of the host vehicle, such as wheel speeds, steering wheel angle and yaw rate, currently-emerging and future safety systems will also include information about surrounding vehicles, the shape of the road and the position of the host vehicle in relation to the road. The main part of the thesis deals with signal processing in this context. Information from external sensors, i.e., sensors measuring positions of surrounding objects and the shape of the road, is merged with information from internal sensors, measuring velocity, yaw rate etc. in order to estimate a complete picture of the surrounding traffic environment.

Third, active safety functions in general need a decision module, i.e., the function needs to decide if and when to intervene or warn the driver. This is typically done by computing a threat level based on the available information, and then comparing this to a threshold. In the ESP case, the threat level computation is based on internal vehicle signals, but in many currently-emerging and future active safety systems, the threat level may be based on the position of surrounding vehicles relative to the host vehicle and relative to the lane. This topic is also addressed in the thesis.

### 1.1 Publications

This thesis is based on the following publications:

- **P1** Eidehall, A., Pohl, J., Gustafsson, F. and Ekmark, J. “A new approach to lane guidance systems”. In *Proceedings of the IEEE Intelligent Transportation Systems 2005*, pages 108-112, Vienna, Austria. This is the first presentation of the ELA safety function.

- **P2** Eidehall, A. “Lane game”. In *Traffic Technology International 2005 Annual Review*, pages 40-42. This is a popular science version of P1.

- **P3** Eidehall, A., Pohl, J., Gustafsson, F. and Ekmark, J. “Towards autonomous collision avoidance by steering”. Accepted for publication in *IEEE Transactions on Intelligent Transportation Systems*, 2006. This is an extended version of P1 which also includes the development of the ELA concept based on accident statistics. It is included in the thesis as **Paper A**.

- **P4** Eidehall, A. and Gustafsson, F. “Combined road prediction and target tracking in collision avoidance”. In *Proceedings of the IEEE Intelligent Vehicles Symposium 2004*, pages 619-624, Parma, Italy. This is the first implementation of the integrated filter for road shape and object tracking.

- **P5** Eidehall, A., Pohl, J. and Gustafsson, F. “Joint road geometry estimation and vehicle tracking”. Provisionally accepted for publication in *Control Engineering Practice*, 2006. This is an extended version of P4 which is a more mature implementation and also includes a more thorough analysis of the performance. It is included in the thesis as **Paper B**.
1.2 The scientific contribution of the thesis

The main contributions of the thesis are:

- The development of the new safety function Emergency Lane Assist (ELA), including an assessment method for the potential benefit of new safety functions. The ELA safety function has also been evaluated in simulations, in artificial scenarios on a test track and with authentic traffic data. This function is discussed mainly in Paper A.

- Derivation and evaluation of different geometric models in an integrated filter for combined road shape estimation and target tracking. The derivation is presented in Paper B but integrated road and object tracking in general is also discussed in Papers E and C.

- A demonstration of how change detection can be used to detect lane changes of...
leading vehicles. This is then used to improve the accuracy of the lane shape estimate in the integrated filter. This is presented in Paper C.

- A demonstration of how a marginalised particle filter can be used instead of the extended Kalman filter in the integrated filter, which is based on a nonlinear model. This is presented in Paper E.

- A method to obtain true road geometry parameters from recorded sensor data. This can be used as a reference for filter tuning and does not require extra sensors or other hardware. This is presented in Paper F.

- A statistical threat assessment method based on vehicle dynamics and a stochastic driver behaviour model. Using this, more accurate and longer predictions can be made. It also considers interactions between objects in the road scene. This is presented in paper D.

- A dynamic vehicle model that can be used in curved, road-aligned coordinates, i.e., a coordinate system that is shaped according to the road shape. Using this model, threat assessment can be done in the road-aligned coordinates directly. Previously, road-aligned coordinates has only been used for tracking applications. This is also presented in paper D.
2
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2.1 Active safety functions

This section gives a brief overview and some of the milestones of the development of active safety functions that have become available on the market during the last few decades. The overview starts with the ABS system which was introduced in 1978, which can be claimed to be the first electronic active safety system, i.e., its goal is to help the driver avoid accidents, and then moves on towards more modern systems. A problem is that it is often unclear when a safety system was actually introduced on the market. For instance, it is often announced that a certain system will be introduced on a certain model, but then the introduction is then delayed. Furthermore, systems are often launched on different markers at different times. Here, the goal has been to find the first year that a system was introduced, regardless of which market.

**ABS (Anti-lock Braking System, 1978)** ABS prevents the wheels from locking and will maintain the steering ability of the vehicle during hard braking. During bad road conditions, ABS will also reduce the stopping distance. The system measures the velocity of all four wheels, and if one of the sensors reports an abnormal deceleration (higher than a physically reasonable value) it concludes that the wheel is about to lock, and the pressure in the braking system is reduced. The German automotive supplier Bosch actually has a patent from 1936 for a "mechanism to prevent locking of the wheels of a motor vehicle". The first ABS prototype was tested in 1970, but reliability of the electronics was too low and it was not before 1978 that the first system was put into production, manufactured by Bosch. Since 1978, ABS technology has been developed further, Figure 2.1 shows that the physical size of the system has been reduced significantly.

**Traction control (1985)** The functioning of the traction control system is very similar to that of the ABS. The system prevents the wheels from slipping during acceleration...
by using the same velocity sensors as the ABS. If a vehicle starts to slip, the engine
power is reduced in order to maintain lateral control of the vehicle. The first traction
control system was launched in 1985 and was also a Bosch system.

**Stability control (1995)** Again, Bosch was first with their stability control system ESP
(Electronic Stability Program) in 1995. While slightly different configurations ex-
ist, a stability control system basically measures the yaw rate of the vehicle, i.e.,
the rotation in the ground plane, and compares it with the desired trajectory. If the
deviation is greater than a certain threshold, the system will activate the brakes on
one side of the vehicle to correct this.

**Adaptive Cruise Control (1998)** While sources differ on this, Jones (2001) claims that
in May 1998 Toyota became the first to introduce an Adaptive Cruise Control
(ACC). ACC uses a forward looking sensor, usually radar or laser, to monitor the
distance to leading vehicles. If the cruise control is active and time gap to the
leading vehicle falls below a certain threshold, the vehicle’s ACC system will auto-
matically brake in order to maintain distance. ACC is often not considered a safety
system in isolation: it usually comes bundled with a forward collision warning. In
Europe, government restrictions typically limit the permitted braking rate to 3.0
or 3.5 m/s$^2$. If the vehicle detects that a higher deceleration is required to avoid
colliding with the leading vehicle, an audible warning is given to the driver.

**Forward collision mitigation (2003)** Forward collision mitigation refers to systems that
will try to reduce the impact speed by applying the brakes when a collision with
the leading vehicle appears to be unavoidable. While many car manufacturers have
announced short-term availability of such systems, there are only a few manufactur-
ers that currently sell them. Honda has sold a Collision Mitigation System (CMS)
since 2003. Most systems have a similar functionality when it comes to the inter-
vvention strategy. They use increasing warning levels as the threat approaches.
Hondas system, for example, uses the following technique:
2.1 Active safety functions

**Primary warning** When there is a risk of collision with the vehicle ahead or if the distance between the vehicles has become too close, an alarm sounds, and the message "BRAKE" appears on the multi-information display in the instrument panel, prompting the driver to take preventative action.

**Secondary warning** If the distance between the two vehicles continues to diminish, CMS applies light braking, and the seat belts are retracted gently two or three times, providing the driver with a tactile warning. At this point, if the driver applies the brakes, the system interprets this action as emergency braking, and activates the brake assist function to reduce impact speed.

**Collision damage reduction** If the system determines that a collision is unavoidable, the seat belt pretensioners are activated with enough force to compensate for seat belt slack or baggy clothing. The CMS also activates the brakes forcefully, at approximately 6 m/s², to further reduce the speed of impact.

The system was presented by Kodaka and Gayko (2004). It has not been revealed how many systems are actually sold, but it was mentioned that customer acceptance of the system has been quite low. For example, it seems that the false alarm rate, especially for aggressive drivers, has been high.

![Figure 2.2: The Volvo Blind Spot Information System (BLIS). Photo: Volvo Car Corporation.](image)

**Lane Guidance System (2003)** Lane guidance system refers to systems that try to help the driver stay in the lane. Systems typically use an audible warning or a steering-wheel torque to alert the driver if the vehicle is approaching the lane markings. The steering-wheel torque used by some of the proposed systems will automatically steer the vehicle back into the centre of the lane, thus working almost like an autopilot. In Japan, Honda has been selling their Honda Intelligent Driver Support
Trends in automotive active safety

(HIDS), which includes the Lane Keeping Assist System (LKAS), since 2003. The system combines an audible warning and steering-wheel torque. However, Honda’s idea is that the driver should be kept in the loop at all times. Therefore, the system only supplies 80% of the required torque, the remaining 20% has to be provided by the driver. Their system has been approved by the Japanese Ministry of Land, Infrastructure and Transport and is permitted on expressways in Japan. Ishida and Gayko (2004) provides further details.

A rather recent idea is to try to mimic the sounds and vibrations that are generated by rumble strips, i.e., the grooved lane markings that are sometimes used on motorways to indicate lane departure. A lane guidance system like this has recently been put into production by Citroën (Citroën, 2005). This system differs from the Lane guidance system discussed earlier which uses a camera mounted in the windscreen. The system from Citroën uses dedicated infrared sensors mounted in front of the front wheels, looking straight down. This construction makes the system very robust, but at the same time it cannot measure the distance to the line, nor can it distinguish between lane markers and, for example zebra crossings.

Blind-spot warning (2005) The general idea behind a blind-spot warning system is to lower the risk of lane change accidents by warning the driver about vehicles in the blind spot. There are different techniques for achieving this but usually ocular vision or radar is used. Blind-spot warning systems have been announced several times in the past by different car manufacturers, but it was not until 2005 that Volvo released their Blind Spot Information System (BLIS) and became the first to actually put the system on the market. Figure 2.2 shows a BLIS camera.

Figure 2.3: Milestones in the development of active safety systems during the last few decades.

The market introduction years for these active safety systems are also illustrated in Figure 2.3.
2.2 Autonomous vehicles

This section gives an overview of a parallel research field during about the same time period, which is concerned with autonomous driving and robot cars based on computer vision. Most vision-based safety functions that are almost ready to market, and most future vision-based functions, are based on the research in this field. It also gives a hint of what can be expected in consumer products in the close future. This information is mainly provided by Dickmanns (2002), Schmidhuber (2005), DARPA (2006) and Thrun et al. (2006).

The first milestone in this field was the demonstration in 1987 of an autonomous vehicle called VaMoRs by Dickmanns and Zapp (1987) and Universität der Bundeswehr München (UBM). VaMoRs was capable of autonomous longitudinal and lateral control and drove autonomously a distance of over 20 km on the German Autobahn. VaMoRs was a 5-ton DB 508D Mercedes van, which used a vision sensor only and relied on lane markers with well-defined edges. It was able to process images at 13 Hz and could handle speeds up to 100 km/h (limited by engine power). One of the results of this was a change of focus in the European Prometheus research project (1987 - 1994) on autonomous cars. Prometheus was a major research project (over €800 million), focusing on reducing road accidents and improving traffic efficiency (Williams, 1992, Braess and Reichart, 1995a,b), funded by EUREKA (2006), and which included most European car manufacturers. The original idea, to control a vehicle laterally using buried wires was dropped in favour of using computer vision as the primary sensor.

At about the time Prometheus was active in Europe, Takeo Kanade and Charles Thorpe, among others, also carried out research on autonomous driving at Carnegie Mellon University (CMU). In their NavLab test vehicle, which apart from the vision system also included a laser scanner, they demonstrated the SCARF vision system, for instance for lane and road following (Crisman and Thorpe, 1993). While the European efforts were based on control theory, much of the American early work had a background in computer science and machine learning (Thorpe, 1990). Kanade and Thorpe’s research led to the famous demonstration in 1995 called ‘No hands across America’, when their vehicle NavLab 5 drove 98% of a total distance of 5000 km from Washington DC on the East coast to Los Angeles on the West coast. However, the computer only provided lateral control; a human operator had to control the vehicle longitudinally.

Later the same year, UBM’s vehicle, VaMP, of UBM drove automatically on the German Autobahn, autonomously controlled both laterally and longitudinally, including overtaking manoeuvres. It drove 95% of a total distance of 1600 km from Munich in Germany to Odense in Denmark, at speeds up to 180 km/h.

More recently, an important contribution to the autonomous driving research field has come from DARPA (Defense Advanced Research Projects Agency), in its Grand Challenge contests (DARPA, 2006). The first contest was held on March 13, 2004 and required autonomous vehicles to navigate a 230 km course through the Mojave desert in southwest United States, in no more than 10 hours. The prize was $1 million. 107 teams registered and 15 teams qualified to the final event. However, no team was able to complete the entire track; in fact, the record was only about 12 km. On October 8, 2005, the Grand Challenge took place again, this time with an increased prize of $2 million. 195 teams registered for the competition and 23 raced in the final. Of these, five teams
made it over the finish line and the winner was “Stanley” from Stanford University (Thrun et al., 2006). It completed the track in 6 hours and 53 minutes and the team was awarded the $2 million, see Figure 2.4. Second and third places went to CMU with “Sandstorm” and “H1lander” which finished 11 and 21 minutes later, respectively. The sensors on Stanley are mounted on a roof rack and it featured five laser scanners for 3D road surface scanning, a colour camera for road detection and two 24GHz radar sensors for long range detection of obstacles. The radars had a range of up to 200 metres with a 20 degrees field of view.

DARPA has also announced the 2007 challenge, this time called the 'Urban Challenge' which is to be held in an urban environment (Figure 2.5). Apart from navigating streets, there will also be interaction with other vehicles and dummy pedestrians; thus traffic rules such as yield situations and traffic lights need to be considered. This time the first prize is again $2 million, but in addition, $500,000 and $250,000 will be awarded to the second and third placed teams to complete the race. The official announcement states that “To succeed, vehicles must autonomously obey traffic laws while merging into moving traffic, navigating traffic circles, negotiating busy intersections and avoiding obstacles”. In addition, DARPA has decided to give development funding of up to $1 million based on applications from the teams.

2.3 Discussion

It is clear that active safety technology in vehicles is becoming more and more advanced, and is utilising more and more information from the vehicle surroundings. But at the same time there is a huge gap between research in the academic world and what is being deployed in the automotive industry. The work that lies in adapting academic results to industrial requirements in terms of cost and robustness should not be underestimated. This
is illustrated by Figure 2.6, while the academia is working on more and more advanced technology, the industry is occupied with increasing robustness and decreasing size and cost, here referred to as technical maturity. Today, the lane-guidance systems that started development in the late 1980’s are being taken to the market. It is mainly reductions in size, cost and power consumption and an increase of micro-processor computing power of micro processors that has enabled this. So the question is, will there always be a 20 year gap between the technical frontier in intelligent vehicles and products that are available to consumers? Will the gap decrease or increase? Today, prototype vehicles are navigating desert roads autonomously. Will normal cars have this capability in 2025?

There is also another question that is currently highly debated. In the long-term future of intelligent vehicles, will the driver remain in detailed control of the vehicle or not? In one vision, vehicles are fully autonomous. A driver enters the vehicle and states his or her destination, and is taken there by the vehicle. All passengers can work or read a newspaper on the way. A computer will automatically plan the route and control the vehicle. This side is mainly represented by academia. In the other vision, the driver is in control of the vehicle as usual but is given advice on hazards, upcoming traffic jams, slippery road conditions, etc. The basis for this vision is that people enjoy driving and it leaves more room for driver experience and for vehicle manufacturers to profile their products. This side is naturally mainly represented by the industry. Of course, the future path of vehicle development could be somewhere in between. The detailed lateral and longitudinal control could be handled by the vehicle, while important decisions, such as route selection, overtaking, or perhaps even negotiating intersections, are handled by the
drivers. In the end, the decision on which of these development trends that will prevail will be determined by the car consumers.
Overview of the papers

3.1 The benefit of active safety functions

As was discussed in the overview, traffic accidents are a huge global problem, both personally for the individuals affected and financially for the society. In order to understand the mechanisms behind traffic accidents, accident causes have to be studied. Figure 3.1 shows an example of a sequence of events leading to an accident. The example shows a drowsy driver who strays into the opposite lane and crashes into an oncoming vehicle. In order to understand how to design countermeasures, accident statistics is needed. However, the problem with most currently available statistics is that it is focusing on passive safety, i.e., the last step in the chain of events in Figure 3.1. This means that it contains a lot of information about deformations, impact energies and accident offsets, but very little information about what actually caused the accidents. An active safety system can enter at any of the earlier steps in the sequence. One step in this direction is taken by National Highway Traffic Safety Association (NHTSA, 2001) in their General Estimate System (GES), which focuses on the last step before the accident, see Figure 3.2. The categories are “Head on”, “Rear end”, “Hit fixed object” etc. However, no clue is given to what caused the dangerous situation. In an attempt to get more detailed information about the earlier events in Figure 3.1, Paper A defines new accident categories that mainly focus on the first and second event in the accident sequence. For instance, the main categories are “Collision with object in same lane”, “Lane change accidents” etc. Preferably, these accidents are then divided into subcategories as the example in Figure 3.3 shows. In order to find the frequencies for these categories, a new traffic accident database called “European Accident Causation Survey” was consulted, which, as the name indicates, focuses on accident causes.

These frequencies has then been used to analyse new, potential safety functions. A list of such functions has been developed in a creative process and is presented in Paper A. Based on the statistics, the expected benefit of these functions can be computed, which
Figure 3.1: An example of a sequence of events leading to an accident. Here, a drowsy driver strays into the opposite lane and crashes into an oncoming vehicle. The accident can be avoided or mitigated by deploying countermeasures at different stages. The figure shows the names of countermeasures developed by Volvo for this specific accident sequence. Driver Alert warns drivers who are about to fall asleep, Emergency Lane Assist, a central topic of this thesis, prevents dangerous lane departure manoeuvres and Collision Mitigation by Braking automatically brakes the vehicle just before the accident. In the event that the accident occurs anyway, the occupants are protected by traditional passive safety, e.g., energy-absorbing crumple zones and seat belts.

can aid in choosing the one which has the highest safety potential.

Figure 3.2: The General Estimate System (GES) traffic accident categories from 2001.

Somehow, the cost or the complexity of a potential safety function also needs to be computed. For instance, if all cars were driven autonomously, there would (hopefully) be no accidents. However, the cost of developing and installing autopilots in all vehicles is probably quite high. Thus, we need to take smaller and cheaper steps in the right direction. In Paper A, a method for computing the total cost of the installed system per vehicle is presented. It is based on the sum of the hardware costs, e.g., radar or laser scanner, and the development costs of the function.
3.2 Emergency Lane Assist

The result of the evaluation method is a new active safety function called Emergency Lane Assist (ELA). ELA is similar to traditional lane guidance systems in that it tries to prevent lane departure by applying a steering wheel torque in the opposite direction. Such systems typically use a camera mounted in the windscreen to monitor lane markings. Then, as the vehicle is about to cross the lane markings, a steering-wheel torque is applied or the driver is alerted by an audible signal. The difference is that ELA only prevents dangerous lane departure manoeuvres. This is achieved by also monitoring traffic in adjacent lanes. If there is no traffic in adjacent lanes, the lane markings can be crossed without intervention. But if a lane departure manoeuvre is commenced in such a way that a collision is likely, for instance with an oncoming vehicle or a faster moving vehicle approaching from behind, then a steering-wheel intervention will be initiated. The function also includes some logic for determining if the departure manoeuvre is intentional or not. Figure 3.4 shows a few examples of ELA behaviour. ELA addresses several important accident categories, of which the most dangerous is accident with an oncoming vehicle. But there are also many accidents on motorways, in particular in Germany, where vehicles change lanes in order to overtake, and are hit from behind by a vehicle in the “faster lane”. ELA is presented in detail in Paper A that is entitled “Towards autonomous collision avoidance by steering”. This refers to the fact that it is actually a practicable step towards automatic steering intervention for collision avoidance.

3.3 Tracking

In order to realise the ELA function, rather accurate information about the host vehicle surroundings is needed. First, in order to determine when a lane change is commenced, and to be able to steer back into the original lane, the position and orientation of the host
vehicle in relation to the lane is needed. Second, the position of surrounding objects is also needed in order to determine whether a commenced lane change is likely to result in a collision or not. Third, the lateral position of other objects in relation to the lane is also needed. The purpose of this is to determine which objects are actually occupying the lane that the host vehicle is about to enter. Consider an example where we assume that the intervention takes two seconds to carry out, i.e., it takes two seconds to get the host vehicle back safely into the original lane. If the host vehicle is travelling at 90 km/h and there is an oncoming vehicle travelling at the same speed, then the two vehicles approach each other at 50 m/s. If we need to initiate the intervention two seconds before the collision, then the decision must be made when the distance to the oncoming vehicle is 100 m. Thus, vehicles need to be assigned to the correct lane when 100 metres away, which is dependent on knowing both the position of the object and the shape of the road. Figure 3.5 illustrates how the leading vehicle lane assignment is dependent on the current estimate of road radius.

It was noticed early on that the position estimate of tracked vehicles, which is based on radar measurements, and also the positioning of the host vehicle in relation to the lane, which is based on a camera and image processing, was sufficiently accurate. However, the positioning of tracked vehicles in relation to the lane has been a great challenge, primarily due to the difficult task of road shape estimation. The conclusion was that this needed improvement.

The first step is to develop some sort of quality measure in order to be able to evaluate potential improvement methods. Such a quality measure is typically based on comparing estimated values, in this case, of the parameters describing the road shape with reference or “true” values, or with another estimate where the error is significantly lower. For instance, the reference data could come from a better sensor; it could be extracted from a detailed map; or it could be obtained from the local road authorities. Another solution is presented in Paper F, which consists of an algorithm for computing a reference value of the road shape parameters based on recorded sensor data. Since an enormous amount
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Figure 3.5: Lane assignment of leading vehicles is dependent on road shape estimation. Which lane the leading vehicle is assigned to depends on the current road radius estimate.

of such data is usually already available, this is a faster and cheaper method than the alternatives mentioned earlier. It uses recorded sensor data in order to recreate the actual shape of the road that was driven, and by being able to access the entire data set, i.e., also future sensor measurements, a rather accurate value of the parameters describing the road shape can be obtained. This reference data can then be used in various ways. For instance, the mean error of different estimation methods can be computed and compared. Statistical properties, e.g., standard deviation, can also be obtained.

When quantifying the requirements for estimation error, it can be found, for instance, that in order to assign a leading vehicle 100 metres away to the correct lane, an error in the road curvature estimate of $5 \cdot 10^{-4}$ (1/m) or less is needed, where the curvature is defined as one divided by the road radius. Using the proposed method for obtaining ground truth data, this requirement can easily be verified. Figure 3.6 shows how the errors in the vision system curvature estimate can be distributed. In this case, the error is above the requirement for about 7.5 percent of the time. Note that this is an unusually good result. The vision system is very sensitive to changed visibility conditions, and is affected by weather, hills and slopes which reduce the visibility, and also by the conditions of the lane markings. In the case of very worn lane markings, the performance can be significantly reduced.

Paper B discusses how the accuracy of this parameter can be increased. The first natural step is to include more information. In the vehicle we have access to yaw rate and velocity, for instance, and the camera also provides lateral position in the lane. This is a much more accurate signal than the lane geometry information. However, in order to use this information a model is needed to relates the new information to the lane shape parameters.

The lane shape is described by two states: $c_0$ is the local lane curvature around the host vehicle, i.e., one divided by the road radius, and $c_1$ which is the clothoid parameter, defined as the distance derivative (the change rate) of $c_0$. Paper B also includes a parameter $W$ denoting lane width, but it is not essential here and has been excluded. The host
Figure 3.6: Error distribution in the vision system. The error level $5 \cdot 10^{-4}$ is a requirement for making correct lane assignments at long distances. Here, the error is higher than the requirement 7.5 percent of the time.

State in relation to the lane is described by $y_{\text{off}}$ and $\Psi_{\text{rel}}$, where $y_{\text{off}}$ is the lateral position measured from the centre of the lane, and $\Psi_{\text{rel}}$ is the heading angle in relation to the lane markings. For a summary of these parameters, see Figure 3.7. A model relating these parameters can then be written:

\begin{align*}
\dot{y}_{\text{off}} &= v\Psi_{\text{rel}} \\
\dot{\Psi}_{\text{rel}} &= \dot{\Psi}_{\text{abs}} - vc_0 \\
\dot{c}_0 &= vc_1 \\
\dot{c}_1 &= 0
\end{align*}

(3.1a, 3.1b, 3.1c, 3.1d)

where $v$ is the velocity and $\dot{\Psi}_{\text{abs}}$ is the measured yaw rate of the host vehicle. This model is derived and discussed more in detail in the paper. The states $y_{\text{off}}$, $\Psi_{\text{rel}}$ and $c_0$ are directly measurable. It is interesting to note that using this model, the state $c_0$ is observable from $y_{\text{off}}$ and $\Psi_{\text{rel}}$ only. This suggests that to include these measurements should improve the accuracy of $c_0$. The improvement can be seen in Fig. 3.8, where the same data sequence as in Figure 3.6 is processed with a Kalman filter based on the new model. The time that the error is higher than the requirement is reduced to 4.5 percent.

Is it possible to include even more information to achieve further improvement? One idea that was raised by Dellaert and Thorpe (1997) and Zomotor and Franke (1997), for example, is to include the motion of surrounding vehicles to support the estimate. The idea is rather brilliant and relates to the way that humans drive. The assumption is that other vehicles are very likely to keep following their current lane, and since their position can be measured accurately using the radar, this assumption can be used to support the road shape estimate. This is very similar to how drivers behave during reduced visibility, e.g., fog or darkness, where the tail lights of leading vehicles can be seen more clearly than the lane markings at long distances. If a leading vehicle starts to move left it is natural to assume that the it is entering a curve to the left. Note that it is important not to
Figure 3.7: $y_{off}$ and $\Psi_{rel}$ are the host vehicle states while $c_0$ and $c_1$ describe the shape of the road.

rely too much on this assumption. The best solution is to say that it is highly probable that the car is entering a curve, but also remain open to the alternative that the car is changing lanes or exiting the road. In order to achieve this model (3.1), above, needs to be related to the motion of surrounding vehicles. Paper B discusses different methods of doing this. The common feature of these methods is that they use a curved, road-aligned coordinate system and that the motion of tracked vehicles is modelled in these coordinates. The road-aligned coordinates are denoted $(x, y)$ and are also shown in Figure 3.7. The model describing the lateral motion of tracked vehicles then simply becomes

$$\dot{y} = 0,$$

where $y$ is the lateral position of the tracked vehicle in the lane, which simply says that vehicles will keep following the road, i.e., not move laterally. This is then related to the road shape states $c_0$ and $c_1$ via a measurement equation. The simplest one used in Paper B is

$$\tilde{y} = y - y_{off} - \Psi_{rel}x + c_0x^2/2 + c_1x^3/6. \quad (3.3)$$

This is a Taylor expansion of an exact geometric model that includes trigonometric formulas; the distance to the vehicle is $x$ and $\tilde{y}$ is the lateral position in relation to the host vehicle (see Figure 3.7) in which the sensors are positioned.

Here, if $x$ is used as a state in the filter, then the model becomes nonlinear and the standard Kalman filter cannot be used. The other, more complex methods/models discussed in Paper B are also nonlinear. The most common choice in such cases is the extended
Kalman filter (EKF), and this is what has been used mainly in this work. Other alternatives include the particle filter (PF) and the unscented Kalman filter (UKF). Paper E investigates how a marginalised particle filter (MPF), which is a special version of the Particle Filter in which a linear substructure of the problem is utilised to get a more efficient implementation, can be applied to this problem. The outcome is that slightly better results than the EKF can be obtained, but at much higher computational cost. The conclusion from Paper E is that the MPF is probably not worth the extra computational cost today, but it might be needed in the future in order to include other types of information that are “more nonlinear”. For instance, information from a map database. A thorough investigation of the MPF is given by Schön (2006). The unscented Kalman filter is suitable for this application but its performance has not been investigated so far. Since the improvement of the MPF over the EKF was not that high, the UKF can not be expected to give much improvement either.

The result of using EKF can be seen in Fig. 3.9. The time that the error is higher than the requirement is reduced to 1.5 percent. One of the main prerequisites of this method is, of course, that there is a leading vehicle. As soon as there are no vehicles around, the performance drops to the level indicated in Figure 3.8.

### 3.4 Change detection

The last step is dependent on the assumption that vehicles keep following their lane. The degree to which we want to rely on this assumption can be determined in the design of the Kalman filter. Since vehicles actually do change lanes and exit the road, the choice has to be a compromise. On one hand, if we rely too much on it, every lane change and road exit will be misinterpreted as a curve entry. On the other hand, if we rely too little on it, the benefit of including surrounding vehicles into the filter will be gone. When implementing
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Figure 3.9: Error distribution when including information from the motion of surrounding vehicles. The error level $5 \cdot 10^{-4}$ is a requirement for making correct lane assignments at long distances. The time that the error is higher than the requirement is now reduced to 1.5 percent.

the filter, (3.2) is discretised and then stochastic, white process noise with variance $Q_{\text{lat}}$ is added. A low $Q_{\text{lat}}$ then corresponds to relying on (3.2) very strongly, i.e., there is a strong connection between the motion of surrounding vehicles and road model, while a high value of $Q_{\text{lat}}$ relaxes the connection.

Paper C investigates whether $Q_{\text{lat}}$ can be changed automatically as the traffic situation changes. More specifically, if a lane departure or road exit of a leading vehicle could be detected, $Q_{\text{lat}}$ could be raised temporarily. In that case, there would be no need to compromise and $Q_{\text{lat}}$ could be kept very low when the assumption that surrounding vehicles follow their lane is valid. The goal is then that the filter performance will be improved further.

There are different approaches to achieve this. Paper C analyses a method called the CUSUM test (from CUmulative SUM). The CUSUM test is designed to detect changes in the filter residuals that are connected to lateral movement. The test is designed in order to alarm when a lane change or departure is taking place and then raise $Q_{\text{lat}}$ temporarily. An example is shown in Figure 3.10. Being able to keep $Q_{\text{lat}}$ low gives advantages during curve entry and exit. The key is then to detect when vehicles deviate from the “typical” behaviour, otherwise the performance of the filter will deteriorate. This is what happens just after time 4270 s in Figure 3.10. A leading vehicle lane change to the right makes the filter believe that it is entering a curve to the right. In Paper C it is demonstrated how this can be detected and used in order, temporarily, to raise $Q_{\text{lat}}$ during such events.

It is clear that this method gives better performance during curve entry and exit, but how the average, long term performance is affected is not yet fully investigated. In order to make a detector robust, there has to be a delay before an alarm can be triggered, and in this case, it means that the performance will be slightly degraded during these delays. Whether this is acceptable compared to the benefit that the detector can give in curves probably depends on the application.
Figure 3.10: Being able to keep $Q_{lat}$ low gives advantages during curve entries and exits. This works as long as leading vehicles do not deviate from the lane, which occurs just after time 4270 s. The vertical line shows when the CUSUM algorithm detects this and adapts the model.

3.5 Threat assessment

Active safety functions, such as Emergency Lane Assist (ELA), needs a decision unit that decides if and when to warn the driver or intervene. As discussed in the overview, such a decision is typically based on computing a threat level and if the threat is higher than a predefined threshold, a warning or an intervention is activated. In ELA and other emerging active safety functions, this threat is typically based on the surrounding traffic situation, rather than internal vehicle signals.

In order to evaluate the ELA concept, Paper A introduces a rather simple decision module. As was discussed in Section 3.2, the function aims at preventing dangerous lane departures. Three things needs to be checked before an intervention can be triggered. First, we need to check that a lane departure manoeuvre is in progress. This can be done by studying the lateral motion of the host vehicle in relation to the lane.

Second, potential conflicts with other vehicles if the lane change is completed need to be found. This is done by predicting the positions of other vehicles to the time when the host vehicle is expected to enter the adjacent lane. This prediction is the most difficult step, since the prediction time is very long: typically around two to three seconds but sometimes more. The road-aligned coordinates $(x, y)$ in Figure 3.7 that were discussed above simplify these predictions significantly. Predicting vehicles movement in a straight line within the road coordinates means that they will also follow the road in curves. But despite this fact, a lot of things can happen in two or three seconds. Other drivers may decide to change lane, brake in order to avoid an obstacle, etc. Other methods of prediction are addressed later in this section.

Third, when it has been established that a lane change has been commenced and is
likely to result in a collision, we also need to check that the host vehicle’s original lane, that we are about to steer back into, is conflict free. If there is also a threat in this lane, then the steering intervention will not avoid the collision. Instead, it is preferable to leave situations like this to autonomous braking systems: e.g., a Collision Mitigation System (Jansson, 2005). Furthermore, since the aim of the function is to avoid unintentional lane departures, for example by distracted drivers it is also appropriate to try to detect intentional manoeuvres. For instance, this could be done by interpreting a very resolute steering manoeuvre as if the drive is in control of the situation, and for some reason still chooses to enter the dangerous situation. In such cases, an intervention of ELA is undesirable, since the driver might for example be trying to avoid another threat that the system is unaware of.

The intervention is carried out by activating a lateral controller connected to the steering system of the host vehicle. The controller tries to achieve \( y_{\text{off}} = \Psi_{\text{rel}} = 0 \), i.e., driving straight ahead in the centre of the original lane. A simulated ELA intervention is shown in Figure 3.11 and Figure 3.12. The simulation is carried out in a traffic simulation tool developed by Volvo Car Corporation, which is based on detailed models of vehicle dynamics and sensor behaviour. In the scenario, a lane departure manoeuvre is commenced just as an oncoming vehicle approaches. The result of the ELA intervention can be seen in Figure 3.12. As the intervention is initiated, a steering-wheel torque controller is engaged to steer the vehicle back towards the centre of the original lane.

In Paper A, an ELA situation is emulated on a test track, where an inflatable mock-up is used to represent a threatening oncoming vehicle. Note that no actual steering intervention takes place, instead the ELA threat assessment algorithm is run off-line without the steering wheel controller engaged. This is a technique that has been used extensively throughout the research project. By only collecting data with the sensors, without carrying out actual interventions, threat assessment algorithms can be evaluated and, more importantly, tuned off-line. For this purpose, an intervention would “ruin” the data set. Of course, in order to design the actual intervention, closed loop development has to be
Figure 3.12: In this simulation, the host vehicle drifts into the lane of an oncoming vehicle. The ELA algorithm detects a threat and successfully steers the vehicle back into the original lane.

used. But since lateral controllers with satisfactory performance already exist at Volvo Car Corporation, this has only been a minor part of the research project.

The system has been tested in a demonstrator, see Figure 3.13, and people who used the system generally reacted very positively reactions. Many of the drivers felt that the intervention was very gentle and not at all dramatic. Even drivers who were afraid before the test drive that the intervention would be very dramatic agreed on this. Since the system brings the car back into the safe lane and leaves it in a safe position, it generally gives the driver a positive feeling of security. Many who tested who tested the system also believed in the usefulness of ELA as a safety system and can relate to personal experiences where the system might had prevented accidents. At the same time, there are always people who are skeptical to interfering with such a safety critical component as the steering system.

As mentioned before, one of the weaknesses in the simple threat assessment algorithm presented in Paper A is the length of time required for the prediction: two seconds or more. The main problem is the uncertainty in future driver input. In two or three seconds, drivers have the opportunity to change course, change speed, avoid threats, etc., a fact that is difficult to include in threat assessment algorithms. What makes it difficult is the fact that drivers do stay in their lane most often, and keep following their current path, which is why deterministic predictions, as the one discussed earlier, are often very accurate. However, it is on the few occasions when drivers deviate from these expected paths that threatening situations often occur.

Again, one solution lies in studying how actual drivers react to such situations. For instance, a physical driver easily judges how other vehicles will behave based on the
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Figure 3.13: Demonstration of a typical ELA intervention.

traffic environment. A oncoming might be forced to swerve by an obstacle at the side of the road, a bicycle might be forced to brake in order to avoid a reversing car etc. Situations like this can be foreseen by an actual driver by studying the interaction between objects in the road scene.

Paper D introduces a statistical method that tries to mimic this behaviour by predicting many future possible paths simultaneously, paths which also take into account interaction between other vehicles. A threat assessment algorithm is then based on these predictions. The base is a statistical driver behaviour model, which tries to emulate typical driving behaviour. It leaves room for drivers to deviate from their current trajectory as much as vehicle dynamics and road friction allows but will at the same time capture the fact that certain manoeuvres are more likely than others. The driver model is based on three aspects of typical driver behaviour. First, drivers have a goal in their driving, i.e., they want to get from A to B as quickly as possible, but at the same time not exceeding safe speeds. This can be modelled simply by giving any manoeuvre that deviates from the intended path and velocity a low probability. Also, drivers prefer a comfortable ride. This is why any manoeuvre including rapid acceleration, laterally or longitudinally, is also given low probability. Third, drivers have a natural collision-avoidance tendency, which is why the algorithm mainly focuses on collision-free manoeuvres. Again, the road-aligned coordinate system simplifies these models considerably, which is explained further later.

The threat assessment algorithm then uses these predictions to estimate a general threat based on the current road scene. The main idea is that the host vehicle should not only stay clear of the most likely path but instead of an entire set of future paths. The size of this set is chosen so that its probability mass equals a predefined level. The threat is then computed as the shortest time to collision for any of these paths. An example can be seen in Figure 3.14, which shows a simulation where it is predicted that an oncoming vehicle will have to swerve in order to avoid an obstacle and thus becomes a threat to the host vehicle. Note that this is a general threat assessment algorithm, i.e., it judges the threat in a road scene without a specific accident type or safety function in mind.

The algorithm has also been evaluated on simulated data and on authentic, recorded
Figure 3.14: In this scenario, the host vehicle (black) is moving from left to right in a straight line, and an oncoming vehicle (red) is moving from right to left. The system predicts the probability that the oncoming vehicle will have to swerve left in order to avoid the obstacle, and thus become a threat to the host vehicle.

sensor data, which is also demonstrated in Paper D. The authentic data set consists of 4.5 hours of recorded sensor data from German motorways. The tracking system is the same as described in Section 3.3. Although the threat assessment algorithm is still immature, the results are promising. During the 4.5 hours, 68 alarms were triggered. When viewing video recordings from these situations, 67 of the alarms were actually judged to correspond to situations involving some sort of threat, thus leaving only a single false alarm. The correct alarms fall into three main categories:

1. The host vehicle is approaching a leading vehicle at high velocity.
2. The host vehicle is driving close to a leading vehicle, at about the same speed.
3. The host vehicle is drifting out of its lane in the direction of a vehicle in the adjacent lane.

It is interesting to note that these warnings all correspond to existing safety functions, or functions that are under development. The first category corresponds exactly to the Collision Mitigation by Braking safety function (Jansson, 2005), the second category to a distance warning system that warns when the distance to the leading vehicle becomes too short (Kamiya et al., 1996), and the third category corresponds to the Emergency Lane Assist (ELA) presented in Paper A of this thesis.

The fact that typical ELA scenarios were identified as threatening provides additional support for the ELA function and also suggests that the new threat assessment algorithm is suitable to use in the ELA decision unit.

Furthermore, since no specific safety function is considered when the threat is evaluated, it could be used in a general decision unit in a future vehicle equipped with many safety functions. Instead of having several function doing threat assessment independently, one central threat assessor could be used to trigger different warning and intervention depending on the type of threat.

3.6 Road-aligned coordinates

Since the Road-Aligned Coordinates (RAC) appear as a central theme in almost all the papers in this thesis, this section is devoted entirely to this topic. First, it was demonstrated how RAC could be used to improve tracking performance of the road geometry estimates. This was done by modelling the motion of surrounding vehicles in relation to the RAC
instead of global, cartesian coordinates. First of all, the motion model can be greatly simplified. The assumption that cars will stay in their lane can be simply expressed as $\dot{y} = 0$ where $y$ denotes lateral position in the road coordinates. In a Cartesian or polar coordinate system, a higher order system would have to be used and would still only describe a more primitive shape, see Figure 3.15.

This also relates to predicting future positions of other vehicles. With the $\dot{y} = 0$ motion model, vehicles are predicted to follow straight lines, which in RAC means that they will follow the road. Prediction with a higher order model can be difficult since many people tend to wander slightly when driving. This means that a prediction, say 50 or 100 metres ahead will often be outside the road. This is illustrated to the right in Figure 3.15.

**Figure 3.15:** Left: Comparison between a road-aligned coordinate system with a low order motion model and a Cartesian coordinate system with a higher order motion model. In order to illustrate this difference, the curvature and clothoid parameters of this road have been exaggerated. Right: Prediction with a higher order motion model can be difficult since most people tend to wander slightly when driving.

Also, since all positions are already given in the road coordinates, it is easier to design automotive applications. For instance, Adaptive Cruise Control (ACC) controls the speed of the host vehicle based on the distance to and speed of the leading vehicle. Using RAC, leading vehicles can be found simply as vehicles with $y$-coordinate close to zero. They will be in the same lane as the host vehicle, also in curves. Similarly, the ELA function is also dependent on the lane position of surrounding vehicles. Specifically, vehicles that are occupying the adjacent lanes need to be found. With RAC, this can be done by simply defining an interval in the $y$-coordinate.

In the statistical threat assessment algorithm in Paper D, RAC also gives several advantages. First, in the driver-behaviour model discussed above, it was noted that vehicles are very likely to keep following the road, *i.e.*, manoeuvres that behave in this way should
be given a high probability. For a specific manoeuvre, this is implemented by measuring the average distance to the intended path and then computing the probability based on that. In RAC, this simply means computing the lateral distance to a straight line, which is easier than measuring the distance to a circle or a clothoid segment. Second, the road edges, shown for example in Figure 3.14, can always be modelled as straight lines. This means that all objects in the algorithm can be modelled as polygons. In a Cartesian coordinate system, a new object class with circular shapes would have to introduced, or the road borders have to be approximated with straight segments.

One of the things that need to be considered before implementing decision algorithms based on curved coordinates is the change in the dynamics. There are certain limitations in the way that a vehicle can manoeuvre, caused, for example, by tire-to-road friction or limited engine power, which puts boundaries on the forces that can be exerted on the vehicle. These are then translated to accelerations via Newton’s law. However, Newton’s law cannot be applied directly in a non-Cartesian coordinate system, which is why Paper D derives modified dynamic equations. It turns out that these modifications can be implemented as a simple offset to the ordinary dynamic relationships. Using these modifications, all threat measures that are normally used in fixed Cartesian coordinates can be translated directly into the RAC.
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Abstract

This paper presents a new automotive safety function called Emergency Lane Assist (ELA). ELA combines conventional lane guidance systems with a threat assessment module that tries to activate the lane guidance interventions according to the actual risk level of lane departure. The goal is to only prevent dangerous lane departure manoeuvres.

The ELA safety function is based on a statistical method which evaluates a list of safety concepts and tries to maximise the impact on accident statistics while minimising development and hardware component costs.

ELA runs in a demonstrator and it successfully intervenes during lane changes that are likely to result in a collision and is also able to take control of the vehicle and return it to a safe position in the original lane. It has also been tested on 2 000 km of roads in traffic without giving any false interventions.
1 Introduction

Active safety technology is currently becoming a major area of research in the automotive industry. One of the big issues is of course which technology or safety area to concentrate on. There are countless possibilities, but the best choice would, of course, be the one which gives most in return when it comes to improved safety. A method for evaluating active safety concepts has been developed in an attempt to systematically respond to this issue. Each safety concept or function is given a grade which is high when the estimated impact on accident statistics is high and the estimated cost per equipped vehicle is low. The result from the study is a new safety function concept “Emergency Lane Assist” (ELA), which is a new type of lane guidance system.

Lane guidance refers to technology that tries to prevent lane departure, typically by monitoring the lane markings using a vision system. The work on lane guidance and lane tracking already began in the late 1980’s with work by Dickmanns and Zapp (1987), and also Thorpe (1990). These activities focused mainly on autonomous driving, rather than driver assistance and active safety. Early driver assistance systems was introduced by, for instance Chen et al. (1995) and LeBlanc et al. (1996) which discuss audio warning systems, and Isomoto et al. (1995) who presented a lane keeping system that used a steering wheel torque in order to keep the vehicle in the lane. More recent lane keeping systems have been presented by Lee and Kwon (2001) or Pohl and Ekmark (2003). Another rather recent idea to try to mimic the sounds and vibrations that are generated by rumble strips, i.e., the grooved lane markings that are sometimes used on motorways. Pilutti and Ulsoy (2003) have investigated this, but a similar system has also recently been put into production by Citroën (Citroën, 2005). González-Mendoza et al. (2004) have presented an interesting overview of different decision methods and a comparison of lane departure warning concepts.

However, there are two concerns common to these systems. The first is of false alarm during intentional lane change. It is often claimed that this can be solved by disabling the interventions when the indicator is used, but studies have shown that in general, people do not use indicators for every lane change. In addition, it is very common behaviour to slightly cross the lane markings on the inside of bends; usually referred to as “curve cutting”.

The second problem is misuse. A system that applies a steering wheel torque in order to keep the vehicle in the lane can almost be used as an autopilot system. For instance, the driver could rely on the system completely for short periods of time while carrying out distractive tasks like changing CDs or writing text messages, which are clearly very dangerous situations. Honda has proposed a solution where they only apply 80% of the required torque to keep the vehicle in the lane (Ishida and Gayko, 2004). This is in order to keep the driver at attention at all times. The problem is that if the driver is actually not at attention, i.e., is distracted or misjudges the situation, the system will not prevent the lane departure. Honda’s studies certainly shows that people find the vehicle more stable and easier to steer, but this makes the system more of a convenience system than a safety system. Of course, such systems might also contribute to safety by reducing the driver’s workload (Naab and Reichart, 1994). Another possible solution is to combine the lane guidance system with some sort of driver monitoring device (Petersson et al., 2004). Clearly, if the system could be activated only when the driver is distracted or drowsy, this
would reduce the number of false alarms. As driver monitoring systems improve, this may
become an interesting combination for further evaluation. Of course, such a combination
would raise further questions, consider for example the issue of responsibility when the
driver falls asleep but the system autonomously keeps the vehicle in the lane.

This article proposes a new safety function, called Emergency Lane Assist (ELA),
which provides a method to reduce false alarms and problems of misuse associated with
conventional lane guidance systems. This is achieved by only intervening during lane de-
parture manoeuvres that are actually dangerous. The system includes a threat assessment
module that monitors vehicles in adjacent lanes, and as soon as a lane change has begun
which is likely to result in a collision, a steering intervention system is activated in order
to return the vehicle to a safe state in the original lane.

The article begins with the evaluation method for active safety functions in Section 2.
The ELA function itself is presented in Section 3 while Sections 4 and 5 presents the
tracking system and the decision algorithm. The evaluation and results are discussed
in Section 6. Appendix A presents definitions of the critical accident types used in the
evaluation method and in Appendix B the evaluated safety functions are discussed.

2 Active safety technology evaluation

The first step in the analysis is to create a list of potential active safety systems. These
potential systems are then evaluated based on utility and complexity. Utility is estimated
using road accident statistics and complexity is based on the total cost-per-unit; the total
development cost and hardware cost.

2.1 Statistics

Rather than projecting accident statistics directly on our potential active safety systems,
statistics are first grouped into relevant categories and subcategories. For instance, all
lane change accidents are identified as one main category, and then grouped into different
subcategories depending on the relative speed and the relative position of the vehicles.
Other main categories are “unintentional lane departure”, “intersection accidents” etc.
Detailed definitions can be found in Appendix A.

Since statistics will be used for the evaluation of active safety systems, early events
in an accident sequence are always the most interesting, i.e., a car unintentionally leaving
its lane and causing an accident is put in the group of “unintentional lane departure”
regardless of what it hit and the category of damage on the vehicle. Any potential active
safety system can then be evaluated by adding frequencies of the accident categories it
would affect. This method is more flexible compared to evaluating specific active safety
systems directly from statistics, since new systems can easily be added and evaluated.

The list of active safety systems that is evaluated is presented in Appendix B. Some
of these concepts have been presented before and some of them are new and have been
developed during creative discussions.
2.2 Estimating system utility

In the first stage a European traffic accident database called European Accident Causation Survey (EACS, 1996) is used which contains just under 2 000 accidents. The database is biased towards severe accident since half of the accidents are fatal accidents.

First, assume \( n \) different accident categories are defined, and that these have the statistical frequencies \( a = (a_1, a_2, \ldots, a_n) \). Then the utility of a system \( j \) can be estimated by first forming a vector \( \mathbf{x}_j = (x_{1j}, x_{2j}, \ldots, x_{nj}) \) where \( 0 \leq x_{ij} \leq 1 \) describes the assumed or estimated effect the active safety system \( j \) has on accident category \( i \). (For example, \( x_{ij} = 0.25 \) would imply that system \( j \) has a 25\% reduction of the number of accidents in category \( i \).) The total system utility can then be defined as

\[
    u_j = \sum_{i=1}^{n} a_i x_{ij}.
\]

The accident frequencies from EACS are presented in Figure 1. The definitions of the accident categories can be found in Appendix A. These accident categories are created to reflect important issues in potential active safety systems, but not with a particular active safety function in mind. Note that so far, only the data in category \( 8x \) has been divided into its subcategories. The reason for this is that for the other categories, the data was not sufficiently detailed. Table 1 shows the full utility matrix with the safety effects \( (x_{ij}) \) and

![Diagram of data from the EACS database.](image)

**Figure 1:** Diagram of data from the EACS database.
corresponding active safety systems. Empty positions represent the value zero.

<table>
<thead>
<tr>
<th>System</th>
<th>Light/no personal injuries</th>
<th>Fatal/severe accidents</th>
</tr>
</thead>
<tbody>
<tr>
<td>LKA - Lane Keeping Aid</td>
<td>18.8</td>
<td>20.3</td>
</tr>
<tr>
<td>LCA - Lane Change Aid</td>
<td>6</td>
<td>1.5</td>
</tr>
<tr>
<td>CMbB</td>
<td>44.3</td>
<td>10.4</td>
</tr>
<tr>
<td>CMbB2 (CMbB + RFD)</td>
<td>46.7</td>
<td>10.6</td>
</tr>
<tr>
<td>CMbB3 (CMbB2 + RFD + Driver monitoring)</td>
<td>52.3</td>
<td>11.8</td>
</tr>
<tr>
<td>CW - Curve Warning</td>
<td>14.55</td>
<td>3.6</td>
</tr>
<tr>
<td>LAS1 - Lane Assist System (LKA + LCA)</td>
<td>70.2</td>
<td>20.3</td>
</tr>
<tr>
<td>LAS2 (LAS1 + traffic outside blind spot)</td>
<td>79.2</td>
<td>22.55</td>
</tr>
<tr>
<td>ELA (LAS2 + traffic in opposite direction)</td>
<td>111.3</td>
<td>31.95</td>
</tr>
<tr>
<td>GWW - Give Way Warning</td>
<td>20.95</td>
<td>6.3</td>
</tr>
<tr>
<td>WS - Wildlife Scanner</td>
<td>0.7</td>
<td>0.3</td>
</tr>
<tr>
<td>PBS - Pedestrian &amp; Bicycle scanner</td>
<td>48.75</td>
<td>38.25</td>
</tr>
<tr>
<td>OGS - Overtaking Guidance System</td>
<td>2.5</td>
<td>1.5</td>
</tr>
<tr>
<td>True CABS - Collision Avoidance by Steering</td>
<td>145.8</td>
<td>39.05</td>
</tr>
<tr>
<td>True CabS2 (True CABS + RFD + Driver mon.)</td>
<td>153.8</td>
<td>40.45</td>
</tr>
</tbody>
</table>

Frequencies:

<table>
<thead>
<tr>
<th>Light/no personal injuries</th>
<th>Fatal/severe accidents</th>
</tr>
</thead>
<tbody>
<tr>
<td>321</td>
<td>80</td>
</tr>
<tr>
<td>60</td>
<td>97</td>
</tr>
<tr>
<td>419</td>
<td>25</td>
</tr>
<tr>
<td>91</td>
<td>7</td>
</tr>
<tr>
<td>116</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 1: Utility matrix with the assumed impact on the different accident categories and the resulting utility value of each system.

2.3 Estimating system complexity

The complexity/cost of a system is based on the cost of its hardware components and a template development cost. The development cost is divided into three different areas:

- Engineering
- Test objects
- Tooling and production equipment

The sum of these costs is then divided by an estimated volume multiplied by the expected penetration of the system throughout the product line. These figures are all estimated based on the vast experience of the engineers at the department of Vehicle Dynamics & Active Safety at Volvo Car Corporation. For system \( j \), these are labelled \( c^E_j \), \( c^T_j \) and \( c^P_j \) respectively. Now, if the total volume is \( V \) and \( p_j \) denotes the number of these vehicles, system \( j \) is installed in \( (p_j \in [0, 1]) \) is usually referred to as penetration or take rate), then the development cost \( c^D_j \) per unit can be calculated as

\[
c^D_j = \frac{c^E_j + c^T_j + c^P_j}{p_j V}.
\] (2)

The system hardware cost can be estimated in a similar way to system utility. This time, a set of \( m \) hardware components with a cost vector \( \mathbf{b} = (b_1, b_2, \ldots, b_m) \) are used. Next,
for system $j$, the vector $\mathbf{y}_j = (y_{1j}, y_{2j}, \ldots, y_{mj})$ is constructed, where $y_{kj} = 1$ if system $j$ involves hardware component $k$, if not $y_{kj} = 0$. The component cost $c_j^C$ of system $j$ can then be calculated as

$$c_j^C = \sum_{i=1}^{n} b_i y_{ij}. \tag{3}$$

The hardware components and their costs are presented in Table 2.

<table>
<thead>
<tr>
<th>Component</th>
<th>Assumed cost per unit (MU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>900</td>
</tr>
<tr>
<td>Front view camera</td>
<td>600</td>
</tr>
<tr>
<td>Side mirror camera</td>
<td>900</td>
</tr>
<tr>
<td>Infrared camera</td>
<td>2100</td>
</tr>
<tr>
<td>RTI (GPS navigation system)</td>
<td>750</td>
</tr>
<tr>
<td>Steering wheel sensor</td>
<td>0</td>
</tr>
<tr>
<td>Gyro</td>
<td>0</td>
</tr>
<tr>
<td>Road friction detector</td>
<td>6</td>
</tr>
<tr>
<td>Driver monitoring system</td>
<td>450</td>
</tr>
<tr>
<td>Brake actuator</td>
<td>0</td>
</tr>
<tr>
<td>Steering actuator</td>
<td>0</td>
</tr>
</tbody>
</table>

*Table 2: Cost of the hardware components in monetary units (MU). A cost of zero means that the component already is available in the vehicle, i.e., the cost is carried by other systems.*

The total cost per unit is then obtained as the sum of (2) and (3):

$$c_j = c_j^D + c_j^C. \tag{4}$$

Component and development costs are summarised in Table 3. Again, empty positions represent the value zero.

### 2.4 Results

In Table 4, for each system, the ratio $u_j/c_j$, utility/cost is computed, based on the information in Table 1 and Table 3. This is a way of comparing systems of different complexity and fields of application. The goal function $u_j/c_j$ seems plausible, although other functions, such as $u_j^2/c_j$ could also be studied.

In Table 4 the target function is calculated in two columns, first light/no injuries and second severe/fatal accidents. In addition, to indicate potential candidates, the values higher than half of the highest value of that column are highlighted with arrows. Inspecting the decision matrix (Table 4) shows that the following choices have a high goal function value:

- Lane Keeping Aid (LKA)
2 Active safety technology evaluation

<table>
<thead>
<tr>
<th>Hardware components</th>
<th>Laser</th>
<th>Wide Laser</th>
<th>Front view camera</th>
<th>Side mirror camera</th>
<th>Infrared camera</th>
<th>RTI - GPS</th>
<th>Road friction detector</th>
<th>Driver monitoring</th>
<th>Braking actuator</th>
<th>Steering actuator</th>
<th>Component cost/unit (MU)</th>
<th>Development cost/unit (MU)</th>
<th>Total cost/unit (MU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LKA - Lane Keeping Aid</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1050</td>
<td>198</td>
<td>1248</td>
</tr>
<tr>
<td>LCA - Lane Change Aid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>900</td>
<td>198</td>
<td>1098</td>
</tr>
<tr>
<td>CMbB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1500</td>
<td>36</td>
<td>1536</td>
</tr>
<tr>
<td>CMbB2 (CMbB + RFD)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1506</td>
<td>39</td>
<td>1545</td>
</tr>
<tr>
<td>CMbB3 (CMbB2 + RFD + Driver monitoring)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1956</td>
<td>261</td>
<td>2217</td>
<td></td>
</tr>
<tr>
<td>CW - Curvature Warning</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>756</td>
<td>108</td>
<td>864</td>
</tr>
<tr>
<td>LAS1 - Lane Assist System (LKA + LCA)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1500</td>
<td>426</td>
<td>1926</td>
</tr>
<tr>
<td>LAS2 (LAS1 + traffic outside blind spot)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>2850</td>
<td>630</td>
<td>3480</td>
</tr>
<tr>
<td>ELA (LAS2 + traffic in opposite direction)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2850</td>
<td>690</td>
<td>3540</td>
<td></td>
</tr>
<tr>
<td>GWW - Give Way Warning</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1356</td>
<td>372</td>
<td>1728</td>
</tr>
<tr>
<td>WS - Wildlife Scanner</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2706</td>
<td>360</td>
<td>3066</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBS - Pedestrian &amp; Bicycle scanner</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1950</td>
<td>324</td>
<td>1982</td>
</tr>
<tr>
<td>OGS - Overtaking Guidance System</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3150</td>
<td>408</td>
<td>3558</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True CAbs - Collision Avoidance by Steering</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2850</td>
<td>1050</td>
<td>3900</td>
<td></td>
<td></td>
</tr>
<tr>
<td>True CAbs2 (True CAbs + RFD + Driver mon.)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3306</td>
<td>1212</td>
<td>4518</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Cost matrix. The costs are expressed in Monetary Units (MU).

- Collision Mitigation by Braking (CMbB)
- Lane Assist System (LAS)
- Emergency Lane Assist (ELA)
- Pedestrian & Bicycle scanner
- Collision Avoidance by Steering (CAbS)

Note that early versions of Lane Keeping Aid and CMbB systems are already on the market. The Lane Assist System is simply a combination of Lane Keeping Aid and Lane Change Aid (sometimes also referred to as Blind Spot Warning) which is soon also to be launched on the market. Emergency Lane Assist is a new system which has a high estimated impact on accident statistics. To the best of the author’s knowledge, this type of system is not currently being researched. Pedestrian & Bicycle scanner also receives a high grade, in particular when it comes to severe or fatal accidents.

The system CAbS is based on ELA and CMbB. Given the fact that CMbB is already being developed, developing ELA seems to be a good direction for our future work. ELA is a valuable system on its own, but also a first step towards more advanced safety functions since it requires a more complete picture of the vehicle surroundings, i.e., both lane shape and orientation and position of surrounding vehicles.
### Table 4: Decision matrix: Values higher than half of the maximum value have been highlighted using arrows.

<table>
<thead>
<tr>
<th></th>
<th>Total cost/unit</th>
<th>Utility (light/no injuries)</th>
<th>Utility (severe/fatal accidents)</th>
<th>Ratio (100*utility/cost)</th>
<th>Ratio (100*utility/cost)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LKA - Lane Keeping Aid</td>
<td>1248</td>
<td>64.2</td>
<td>5.1</td>
<td>18.8</td>
<td>1.5</td>
</tr>
<tr>
<td>LCA - Lane Change Aid</td>
<td>1098</td>
<td>6.0</td>
<td>0.5</td>
<td>1.5</td>
<td>0.1</td>
</tr>
<tr>
<td>CMbB</td>
<td>1536</td>
<td>44.3</td>
<td>2.9</td>
<td>10.4</td>
<td>0.7</td>
</tr>
<tr>
<td>CMbB2 (CMbB + RFD)</td>
<td>1545</td>
<td>46.7</td>
<td>3.0</td>
<td>10.8</td>
<td>0.7</td>
</tr>
<tr>
<td>CMbB3 (CMbB2 + RFD + Driver monitoring)</td>
<td>2217</td>
<td>52.3</td>
<td>2.4</td>
<td>11.8</td>
<td>0.5</td>
</tr>
<tr>
<td>CW - Curvature Warning</td>
<td>864</td>
<td>14.6</td>
<td>1.7</td>
<td>3.6</td>
<td>0.4</td>
</tr>
<tr>
<td>LAS1 - Lane Assist System (LKA + LCA)</td>
<td>1926</td>
<td>70.2</td>
<td>3.6</td>
<td>20.3</td>
<td>1.1</td>
</tr>
<tr>
<td>LAS2 (LAS1 + traffic outside blind spot)</td>
<td>3480</td>
<td>79.2</td>
<td>2.3</td>
<td>22.6</td>
<td>0.6</td>
</tr>
<tr>
<td>ELA (LAS2 + traffic in opposite direction)</td>
<td>3540</td>
<td>111.3</td>
<td>3.1</td>
<td>32.0</td>
<td>0.9</td>
</tr>
<tr>
<td>GWW - Give Way Warning</td>
<td>1728</td>
<td>21.0</td>
<td>1.2</td>
<td>6.3</td>
<td>0.4</td>
</tr>
<tr>
<td>WS - Wildlife Scanner</td>
<td>3066</td>
<td>0.7</td>
<td>0.0</td>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>PBS - Pedestrian &amp; Bicycle scanner</td>
<td>1982</td>
<td>48.8</td>
<td>2.5</td>
<td>38.3</td>
<td>1.9</td>
</tr>
<tr>
<td>OGS - Overtaking Guidance System</td>
<td>3558</td>
<td>2.5</td>
<td>0.1</td>
<td>1.5</td>
<td>0.0</td>
</tr>
<tr>
<td>True CAbS - Collision Avoidance by Steering</td>
<td>3900</td>
<td>145.8</td>
<td>3.7</td>
<td>39.1</td>
<td>1.0</td>
</tr>
<tr>
<td>True CAbS2 (True CAbS + RFD + Driver mon.)</td>
<td>4518</td>
<td>153.8</td>
<td>3.4</td>
<td>40.5</td>
<td>0.9</td>
</tr>
</tbody>
</table>

#### 3 Emergency Lane Assist

The Emergency Lane Assist (ELA) system is a new type of lane guidance system in which the goal is to prevent dangerous lane departure manoeuvres. The system monitors adjacent lanes and as long as there are no other vehicles approaching, lane markings can be crossed without ELA intervention, but as soon as a commenced lane change manoeuvre is assessed as being dangerous with respect to, for example an oncoming vehicle, a torque is applied to the steering wheel in order to prevent lane departure. The level of risk of a lane change manoeuvre is evaluated based on the position and motion of vehicles in the adjacent lanes, but road edges, guard rails or even solid lane markings could also be used to trigger intervention. This approach makes ELA a pure safety system rather than a comfort/convenience system. Figure 2 shows critical ELA situations.

A prerequisite is that ELA must never prevent an avoidance manoeuvre, i.e., if the driver is trying to avoid an obstacle in the current lane, ELA must never produce a steering wheel torque leading the vehicle towards this threat. Avoidance manoeuvres could be detected, for instance by looking for threats in the lane of the host vehicle, but also by using some sort of driver interpretation module which analyses the strength and speed of the steering wheel manoeuvre.

#### 4 Tracking system

Active safety technology, such as the Emergency Lane Assist system will require detailed knowledge about vehicle surroundings. In this case, vehicle surroundings refers to lane
Figure 2: Critical ELA situations. The letter “H” indicate the ELA host vehicle.

geometry and other vehicles. Typically, lane information is obtained from a vision system and vehicles are detected using vision and radar.

The importance of integrating data from object tracking and road geometry tracking is a fairly new research field (Dellaert and Thorpe, 1997, Zomotor and Franke, 1997, NHTSA, 2000, Polychronopoulos et al., 2004). The main idea is to try to improve the road geometry estimate by studying the motion of target vehicles and vice versa. For instance, if a couple of tracked vehicles suddenly all move to the right, one of two things may have happened. The first is that they all started a lane change manoeuvre and the road remains straight. The second possibility is that we enter a curve and the vehicles still follow the centre of their lanes. These possibilities can be treated in a Bayesian framework, e.g., the Kalman filter, using the information from the lane tracker, to build a new estimator.

The sensors, consisting of a vision system and a radar, measures $L$ and $R$, the distances to the left and right lane markers, $\Psi_{\text{rel}}$, the angle of host vehicle in relation to the lane, and $c_0$, the road curvature. For each observed vehicle, the relative position $(\tilde{x}, \tilde{y})$ in the host vehicle coordinate frame is also provided, see Figure 3. The radar also delivers range rate using doppler phase shift. The goal is then, using an extended Kalman filter, to estimate the states $W$ - lane width, $y_{\text{off}}$ - host vehicle lateral position, $\Psi_{\text{rel}}$, $c_0$ and $c_1$, where $c_1$ is the so called clothoid parameter, i.e., the change rate of $c_0$. For other vehicles, the relative position $(x, y)$ in the road-aligned coordinate system, and the relative longitudinal velocity $v$ is estimated. In order to do this, a new object measurement equation based on the road geometry needs to be formulated.

4.1 Motion model

In the road coordinates $(x, y)$, the motion model for the target vehicles can be greatly simplified. For instance, it allows us to use the equation $\dot{y} = 0$, which simply means that
the target vehicles will follow their own lanes. The longitudinal model is simply \( \ddot{x} = 0 \). Hence, the following motion model is obtained:

\begin{align*}
\dot{x}^i &= v^i, \quad (5a) \\
\dot{v}^i &= 0, \quad (5b) \\
\dot{y}^i &= 0, \quad (5c)
\end{align*}

where \( i \) is used to index all tracked vehicles. \( v^i \) is the longitudinal velocity i.e., the time derivative of \( x^i \). For the road geometry parameters first it is clarified that \( \Psi_{\text{rel}} \) is the angle between the host vehicle and the lane, whereas \( \Psi_{\text{abs}} \) is the angle to some fixed reference point. A relationship between the two can be obtained by differentiating \( \Psi_{\text{rel}} \) with respect to time:

\[ \dot{\Psi}_{\text{rel}} = \dot{\Psi}_{\text{abs}} + \dot{\gamma} = \dot{\Psi}_{\text{abs}} + \frac{v}{r} = \Psi_{\text{abs}} + c_0 v, \quad (6) \]

where \( r \) is the road radius and \( c_0 \) is the road curvature at the host vehicle position, which means that \( r = 1/(c_0 + c_1 x) |_{x=0} = 1/c_0 \). We also write \( v \) for the velocity of the host vehicle and \( \gamma \) denotes the angle between the lane and some fixed reference. \( \dot{\Psi}_{\text{abs}} \) can typically be measured using a yaw rate sensor. In addition,

\[ \dot{y}_{\text{off}} = \sin(\Psi_{\text{rel}}) v \approx \Psi_{\text{rel}} v. \quad (7) \]
To summarise, the motion of host vehicle is modelled as

\[
\dot{y}_{\text{off}} = v \Psi_{\text{rel}},
\]

(8a)

\[
\dot{\Psi}_{\text{rel}} = v c_0 + \dot{\Psi}_{\text{abs}}.
\]

(8b)

A dynamic model for the shape of the road is also used. The two parameters \(c_0\) and \(c_1\) can be shown to be connected via \(\dot{c}_0 = vc_1\). For the width of the lane, the model \(\dot{W} = 0\) is be used. To summarise,

\[
\dot{W} = 0, \tag{9a}
\]

\[
\dot{c}_0 = vc_1, \tag{9b}
\]

\[
\dot{c}_1 = 0. \tag{9c}
\]

The discrete-time dynamics is then given by the standard sampling formula, assuming piece-wise constant input signals and sampling time \(T_s\) (Rugh, 1996). Furthermore, adding stochastic process noise, the discrete-time motion equations for the target vehicles (5) become

\[
x_{i,t+1} = x_{i,t} + T_s v_{i,t} + w_{1,i,t}, \tag{10a}
\]

\[
v_{i,t+1} = v_{i,t} + w_{2,i,t}, \tag{10b}
\]

\[
y_{i,t+1} = y_{i,t} + w_{3,i,t}. \tag{10c}
\]

The host vehicle dynamics (8) become

\[
y_{\text{off},t+1} = y_{\text{off},t} + v T_s \Psi_{\text{rel},t} + v^2 T_s^2 c_{0,t}/2,
\]

\[
+ v^3 T_s^3 c_{1,t}/6 + v T_s \dot{\Psi}_{\text{abs},t}/2 + w_{5,t}, \tag{11a}
\]

\[
\Psi_{\text{rel},t+1} = \Psi_{\text{rel},t} + v T_s c_{0,t} + v^2 T_s^2 c_{1,t}/2,
\]

\[
+ T_s \dot{\Psi}_{\text{abs},t} + w_{6,t}, \tag{11b}
\]

and for the road model (9) we get

\[
W_{t+1} = W_{t} + w_{4,t}, \tag{12a}
\]

\[
c_{0,t+1} = c_{0,t} + v T_s c_{1,t} + w_{7,t}, \tag{12b}
\]

\[
c_{1,t+1} = c_{1,t} + w_{8,t}. \tag{12c}
\]

The variables \(\{w_{i,t}\}_{i=1...8}\) are white, zero-mean Gaussian process noise, with covariance matrices \(Q_{\text{host}}\) and \(Q_{\text{obj}}\) for the host and object states, respectively.

### 4.2 Measurement model

The measurements for the host vehicle are \(\Psi_{\text{rel}}^m, c_0^m\), see Figure 3. \(L^m\) and \(R^m\) are the distances to the left and right lane markings. Superscript \(m\) denotes measured quantities. For the other vehicles we measure the position, \(\tilde{x}^m\) and \(\tilde{y}^m\), which is expressed in the
Cartesian coordinate system attached to the vehicle. These relate to the states as

\[ L_{m}^t = W_t/2 - y_{off,t} + e_{1,t}, \]
\[ R_{m}^t = -W_t/2 - y_{off,t} + e_{2,t}, \]
\[ \Psi_{rel,t}^m = \Psi_{rel,t} + e_{3,t}, \]
\[ c_{0,t}^m = c_{0,t} + e_{4,t}, \]
\[ \begin{bmatrix} \tilde{x}_{i,m}^t \\ \tilde{y}_{i,m}^t \end{bmatrix} = T(x_{i}^t, y_{i}^t) + \begin{bmatrix} e_{5,t}^i \\ e_{6,t}^i \end{bmatrix}, \]

where the variables \( \{e_{i,t}\}_{i=1...6} \) denote white, zero-mean Gaussian measurement noise with covariance matrices \( R_{host} \) and \( R_{obj} \) for the host/road and object states, respectively. \( T \) is the geometric transformation from the \((x, y)\) coordinates to the \((\tilde{x}, \tilde{y})\) coordinates and \( i \) is used to index the tracked objects. The transformation \( T \) is given by Eidehall and Gustafsson (2004) as

\[ T(x, y) = R(\Psi_{rel}) \begin{bmatrix} (1 + c_0 y) \sin(c_0 x) \\ (1 + c_0 y) \cos(c_0 x) - 1 - c_0 y_{off} \end{bmatrix} \frac{1}{c_0}, \]

where \( R(\Psi_{rel}) \) is the rotation matrix

\[ R(\Psi_{rel}) = \begin{bmatrix} \cos(\Psi_{rel}) & \sin(\Psi_{rel}) \\ -\sin(\Psi_{rel}) & \cos(\Psi_{rel}) \end{bmatrix}. \]

A Kalman filter can then be based on this model in order to estimate the desired parameters to be used in the decision algorithm. Note that the measurement equation (13e) is nonlinear and thus the extended Kalman filter has to be used, where (13e) is linearised online.

5 Decision algorithm

As was indicated in Section 3, the goal of the decision algorithm is to detect when a commenced lane change manoeuvre will result in a dangerous situation. This can be done in the following steps:

1. Check whether a lane change is in progress. This can be done by testing for the host vehicle \( y_{off} > T_y \), \( \Psi_{rel} > T_\psi \) for a lane change to the left and \( y_{off} < -T_y \), \( \Psi_{rel} < -T_\psi \) for a lane change to the right. Here, \( T_y \) and \( T_\psi \) are thresholds, typically determined by empirical studies. In other words, it is required that the host vehicle is close to one of the lane markings and at the same time moves toward it.

2. Check which objects are in the “next” lane. If \( N \) is the total number of tracked vehicles, these can be found as \( I = \{i \in [1, N] : y^i \in L\} \) where \( L = [W/2, 3W/2] \) if the host vehicle changes lanes to the left or \( L = [-3W/2, -W/2] \) if the host vehicle changes lanes to the right. If the set \( I \) is empty, then there is no threat and the algorithm can be terminated.
3. The times to crossing lane markings A and B in Figure 4 are calculated, these are referred to as $T_A$ and $T_B$, respectively. These can be computed in different ways, as is demonstrated by van Winsum et al. (2000) or Mammar et al. (2006). Here, a simple formula is chosen:

$$T_A = \frac{W/2 - |y_{off}|}{|\sin \Psi_{rel}|v},\quad (16)$$

$$T_B = \frac{3W/2 - |y_{off}|}{|\sin \Psi_{rel}|v},\quad (17)$$

where $W/2 - |y_{off}|$ is the distance to lane marking A, $3W/2 - |y_{off}|$ is the distance to lane marking B and $|\sin \Psi_{rel}|v$ is the lateral velocity.

4. A region is defined in the longitudinal dimension (region C in Figure 4), where the length is the sum of the host vehicle length, the threat vehicle length and an extra safety buffer zone. Formally, $C = [-L - B/2, L + B/2]$ where $L$ is a typical vehicle length and $B$ is the length of the safety buffer.

5. The position of all objects in $I$ between time $T_A$ and $T_B$ are predicted. At the times $T_A$ and $T_B$, the positions of object $i$ are referred to as $x^i_A$ and $x^i_B$, see Figure 4. They are based on a constant velocity assumption and are computed as

$$x^i_A = x^i + v^i T_A,\quad (18)$$

$$x^i_B = x^i + v^i T_B.\quad (19)$$

The set $R_i$ is then defined as the interval between these points, i.e., $R_i = [x^i_A, x^i_B]$.

6. If for any $i \in I$, $R_i$ and $C$ overlap, i.e., the intersection $R_i \cap C$ is nonempty, then there is a conflict with object $i$. This means that if the lane change is completed, there will be a collision. Note that no distinction needs to be made between vehicles coming from different directions.

7. The final step is to check for objects in the host vehicle lane. First form the set $J = \{ j \in [1, N] : y^j \in [-W/2, W/2] \}$, i.e., all objects in the host vehicle lane are chosen. Then, for all $j \in J$, compute a threat level $T_j = f_{\text{THREAT}}(x^j, v^j)$, where $x^j$ and $v^j$ are the relative distance to and the relative velocity of the tracked vehicle. Take for example,

$$f_{\text{THREAT}}(x, v) = \frac{v^2}{2xG},\quad (20)$$

where $G$ is the gravitational acceleration. This is sometimes referred to as the Brake Threat Number (BTN) and relates the deceleration required to avoid an obstacle with the maximum available deceleration, assuming a friction coefficient of one. This is then compared to a threshold $T_{\text{BTN}}$ which in the present application is based on empirical studies, and is usually somewhere between 0.1 and 0.3. If

$$\max_{j \in J} T_j < T_{\text{BTN}}\quad (21)$$

Then a conflict is detected.
the host lane is regarded as conflict-free, and the ELA intervention can safely be initiated.

Furthermore, if the sensors have the capability of detecting solid lane markings, road barriers or even road edges, this could also be incorporated into the algorithm. If a lane change manoeuvre commences in the direction of a solid lane marking, ELA could also be activated and give rise to a steering wheel torque, to try to prevent lane departure, even though there are no threatening objects in the adjacent lane.

One appealing property of the road-aligned coordinate system is that these kinds of decision algorithms can be specified without having to take into account the curvature of the road. If the road coordinate system was not used we would have to, for each obstacle observed, judge its lane position based on its polar \((\phi, r)\)-coordinates. It also makes the accuracy of predicted positions \(x_A\) and \(x_B\) higher, since the assumption is that they will follow their lane, not their current tangent.

![Diagram](image)

**Figure 4:** \(T_A\) and \(T_B\) are the times to cross lane A and lane B respectively and \(x^i_A\) and \(x^i_B\) are the positions of target vehicle \(i\) at these times. A lane change manoeuvre is considered dangerous if the system predicts another vehicle entering region C during the time interval \([T_A, T_B]\). The same strategy can be applied to vehicles in both directions.

To carry out the intervention a lateral controller is activated. Lateral control for vehicles is a well-studied problem (Hessburg and Tomizuka, 1991, Chaib et al., 2004, Ishida and Gayko, 2004, Beji and Bestaoui, 2005, Naranjo et al., 2005) and for the ELA application an existing lateral controller from Volvo Car Corporation was used. The controller is based on work done by Pohl and Ekmark (2003) but is modified so that the time to
collision affects the strength of the steering wheel torque. A short time to collision will yield a strong steering wheel torque and vice versa.

6 Evaluation

Evaluation and verification of active safety systems is a great challenge for the automotive industry. With early active safety technology such as ABS (Anti-lock Brake System) and ESP (Electronic Stability Program) there are only a limited number of road surfaces and vehicle manoeuvres to test, but with currently emerging forward collision warning and mitigation systems, and with future safety functions such as ELA, there is an explosion of different possible real world scenarios that can occur. For example, all possible positions, velocities and behaviours of surrounding vehicles will cause different behaviours in the system. Typically, the way that such systems are tested is not by analysing performance in all possible situations, although this could be done using a simulation (Jansson, 2005). Instead, a combination of testing in real traffic and for a number of specific critical scenarios is carried out. First, a couple of concepts for testing the performance of warning/alarm systems in general are defined:

**True positive** This refers to situations where the system correctly triggers an alarm, *i.e.*, intervenes in a lane departure that would probably have resulted in a collision.

**False positive** In these cases, the system triggers an alarm for a situation where it should not have done so, *i.e.*, false alarms. For instance, an intervention for a safe lane change, or an intervention not at all related to a lane change.

**True negative** In this case, the system correctly does not trigger an alarm, *i.e.*, does not intervene during normal driving and safe lane changes.

**False negative** In these situations the system fails to trigger an alarm for a situation where it should have done so, *i.e.*, missed alarms, for instance during a lane change that is likely to result in a collision with a vehicle in the adjacent lane.
Figure 6: The “unavoidable zone” refers to positions where no steering or braking manoeuvre can avoid the collision, a vehicle which has entered this zone has no way of escaping the collision. Thus, a collision avoidance system will have to intervene before this zone is entered. The same region can also be defined in the time domain which, in some cases, can be more intuitive.

In order to evaluate positive performance, i.e., the probability of an alarm in a situation where an alarm is desired, accident situations will need to be artificially reconstructed, which is typically done on a test track. Negative performance, i.e., the probability of a false alarm, is usually verified by running the system on public roads for long distances to ensure that no false alarms or interventions occurs.

For an automotive active safety system, especially for collision avoidance systems, it is also important to understand that there are two types of “false” actions. First, since the system, by definition, should avoid the collision, the intervention must take place before the collision becomes unavoidable, see Figure 6. Consequently, the driver still has a chance to avoid the collision by steering or braking. Thus, there will thus be situations where the system intervenes even though the situation would not have resulted in a collision since the driver intended to perform a late avoidance manoeuvre. Therefore, the system acts correctly according to its definition, but the driver still perceives this as an error. Similarly, there might be situations where a driver expects a warning or intervention but the system will not have triggered an alarm yet.

The second type of error is where the system does not act according to its definition, typically due to sensing or tracking errors.

This is important to keep in mind when trying to eliminate false alarms. The first type of errors is addressed by working with the decision algorithm and the second type of error is addressed by tuning the tracking system and setting requirements on the sensors.

6.1 Demonstrator vehicle

For evaluation, a Volvo V70 equipped with a forward looking radar and a vision system was used. The radar is the type normally used for adaptive cruise control applications, and the camera is an of-the-shelf system with lane tracking and vision based object detection. The system has so far not been tested with rear looking sensors.

6.2 Positive performance

In order to evaluate positive performance, a closed test track with artificially created critical accident situations was used. For this particular test, a straight track of length 300
metres with two lanes of width 3.2 metres each was used. An inflatable dummy vehicle was placed in one of the lanes in order to trigger the intervention. It is the same type of test object that is used in, for instance, the testing of Collision Mitigation by Braking systems (Jansson, 2005). The dummy is designed to resemble a real car to the sensors, but at the same time it must not damage the host vehicle in a collision. Tests have been carried out using both stationary and movable dummy vehicles, but so far not with multiple objects simultaneously. Figure 7 shows a typical intervention sequence were a selection of signals in the system are plotted. Just after 3 seconds, the dummy is detected and just before 4 seconds the ELA intervention system is triggered. In this test sequence, the actual intervention was not active, instead the host vehicle was allowed to collide with the dummy. This is in order to allow for off line tuning of the threat assessor, since an intervention would affect the data sequence. The vehicle has also been run with the interventions activate, and the controller is able to steer the vehicle back to the centre of the original, safe lane and achieve a heading angle close to zero.

Note that just after 5 seconds, the lane change is completed, which, by definition is when all four wheels of the host vehicle have crossed the lane markings. From this time, lateral positions are measured in relation to the new lane, this is the reason for the jump in the lateral positions at the top plot of Figure 7. At the same instant, the ELA warning level drops to zero. This is due to the fact that the obstacle is now in our lane, not in the adjacent lane. In the figure it can be seen that the lateral position of the obstacle jumps from around -3 metres to around 0 metres. An ELA intervention now would imply that the system steers the vehicle towards to centre of the new lane, which is an undesired behaviour. Instead, this situation is left to forward collision warning and mitigation systems.

To clarify, an intervention that has been commenced will always be completed until the host vehicle is safely positioned in the centre of the original lane, even if the ELA warning level drops to zero. The fact that the warning level is zero only means that the system will not trigger a new intervention.

### 6.3 Negative performance

In order to verify that no false interventions are given, two different types of tests are carried out. In the first, several “near miss” tests with the inflatable dummy are done, where either the lane change towards the threat is done very late in order to just miss the object or the test driver of the host vehicle would manually steer around the obstacle just before the collision. The second test consist of a large database of recorded sensor data that has been used to verify the functionality of the system.

In the first test, where false interventions are triggered intentionally, a couple of interventions has been detected, even though there were no collisions. A typical case is when the host vehicle starts to make an unsafe lane change, similar to when positive performance is tested, but then steers to avoid collision at a very late stage. This is in fact a general problem for any collision avoidance system. By definition, in order to avoid the collision, the system needs to act before it becomes unavoidable. This means that there will always be situations where the system intervenes even though the driver is in control of the situation and was planning a late avoidance manoeuvre.

In the second test a large amount of data is used, which is recorded during typical driving situations. The entire database consists of 40 000 km of data, so far the system
Figure 7: A typical ELA intervention sequence, the host vehicle speed is about 40 km/h. Note that in this case only the decision algorithm is evaluated, the actual intervention module has been deactivated. By disabling the interventions and actually colliding with the dummy, the logged data can be used for off-line tuning of the decision algorithm since no steering intervention interferes with the data. When the lane change is completed, the ELA warning level is deactivated. See Section 6.2 for an explanation of this behaviour.
has been tested on a subset of 2 000 km, chosen such that a representative variety of driving conditions have been kept. From these tests we learned that in practice, the issue of intentional late avoidance manoeuvres is not really a problem. Not a single false intervention has been detected due to such driving behaviour. Furthermore, if the system is disabled in situations with extremely poor or ambiguous lane markings, not a single false alarm has been experienced, which is an encouraging result.

7 Conclusions

The main result of this work is the development of the Emergency Lane Assist concept and that it has a high potential to reduce the number of accidents in major accident categories while simultaneously reducing false alarms and problems of misuse with conventional lane guidance systems. Of course, since ELA is a preventive system, it needs to intervene when there is still time to avoid a collision. Thus, in theory there is still a risk of false alarms.

The performance has been evaluated, both in a controlled test environment where interventions were triggered, and in real traffic situations where no interventions are desired. From these results it is concluded that the outlook of reaching sufficient performance for the proposed active safety function regarding false alarms and intervention failure looks promising.

Future work include evaluating and developing the decision algorithm further, for instance using artificial environments with multiple objects.

Appendix A: Accident categories

These are the accident categories and subcategories. As mentioned in Section 2.2, these accident categories were created to reflect important issues in potential active safety systems, but not with a particular active safety function in mind. Note that the vehicle marked with an “H” in each scenario refers to the host vehicle which is equipped with the active safety function. Each row consist of the main category and its subcategories, e.g., 11, 12, 13 are subcategories of 1x.
Category 1x
Unintentional lane departure

Category 11
Run-off-road

Category 12
Collision with vehicle in opposite direction

Category 13
Collision with infrastructure

Category 2x
Collision with object in same lane

Category 21
Vehicle in same lane

Category 22
Other object in same lane

Category 3x
Lane change accident

Category 31
Blind spot related accident

Category 32
Collision with faster moving vehicle

Category 33
Collision with slower moving vehicle

Category 4x
Loss of grip

Category 41
Entering curve too fast

Category 42
Loss of grip due to ice, snow, etc.
Conclusions

Category 5
Accident at intersection

Category 51
Approaching a give-way situation too fast

Category 52
Other accident at intersection

Category 6
Overtaking in two-way traffic

Category 7
Miscellaneous. Parking, reversing, etc.

Category 71
Leaving car park

Category 72
Other accidents related to parking, reversing, etc.

Category 8
Obstacle enters lane

Category 81
Wildlife

Category 82
Pedestrian

Category 82
Cyclist
Appendix B: Potential active safety functions

This is a very brief description of the active safety functions as evaluated in Chapter 2. Some of these systems have been presented elsewhere and some of them are new.

**Lane Keeping Aid (LKA)** Includes a vision system for lane detection and uses a steering wheel actuator to prevent the vehicle from leaving the lane (Pohl and Ekmark, 2003).

**Lane Change Aid (LCA)** Assists during lane changes by activating a warning light if another vehicle is in the blind spot. This system is currently on the market.

**Collision Mitigation by Braking (CMbB)** Automatic braking when forward collision is unavoidable (Jansson, 2002).

**Collision Mitigation by Braking (CMbB2):** Same as CMbB but also includes a road friction detector to be able to brake earlier during bad road conditions.

**Collision Mitigation by Braking (CMbB3)** Collision Mitigation by Braking with friction detection and a system for detecting drowsy or distracted drivers, thus allowing for earlier braking.

**Curvature Warning (CW)** A warning is activated if the host vehicle approaches a sharp curve too fast.

**Lane Assist Systems (LAS)** Combination of Lane Keeping Aid and Lane Change Aid. Does not use steering wheel actuator, only a warning sound.

**Lane Assist System (LAS2)** Same as above, but also monitoring traffic which is not necessarily in the blind spot but still poses a threat. Audio warning on a dangerous lane change.

**Emergency Lane Assist (ELA)** Same as Lane Assist System 2 but also monitors oncoming traffic. This system uses a steering wheel actuator to prevent dangerous lane departure.

**Give Way Warning (GWW)** The system warns if the host vehicle approaches a crossroads too fast, e.g., at a red light or a stop sign too fast.

**Wildlife scanner (WLS)** Wildlife warning system. Warns if a large animal enters the road ahead of the host vehicle.

**Pedestrian & Bicycle scanner (PBS)** Searches for pedestrians/bicycles in front of the vehicle (Grubb et al., 2004, Gavrila et al., 2004). Automatic braking.

**Overtaking Guidance System (OGS)** Warns the driver of dangerous overtaking situations already commenced and informs of coming overtaking opportunities.

**True Collision Avoidance by Steering (True CAbS)** A system which actually steers around a threat when a pure braking manoeuvre is insufficient. Includes Emergency Lane Assist + Collision Mitigation by Braking 3.
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Abstract

Detection and tracking of other vehicles and estimation of lane geometry will be required for many intelligent driver assistance systems in the future. By combining the processing of these two features into a single filter, better utilisation of the available information can be achieved. For instance, it is demonstrated that it is possible to improve the road shape estimate by including information about the lateral movement of leading vehicles.

Statistical evaluation is done by comparing the estimated parameters to true values in varying road and weather conditions. The performance is also related to typical requirements of active safety applications such as Adaptive Cruise Control and a new safety function called Emergency Lane Assist.
1 Introduction

In the future, many automotive active safety systems such as Adaptive Cruise Control (ACC), collision avoidance or lane guidance will require detailed knowledge about the vehicle surroundings. Typically, the position of surrounding objects and the shape of the road is needed. Road or lane shape information is usually obtained from a vision system and other vehicles are often detected by radar. Functions such as ACC, and also a new safety function called Emergency Lane Assist (ELA) (Eidehall et al., 2006), are dependent on lane assignment, i.e., determining which lanes tracked vehicles are currently occupying, something which relies on accurate information about both road shape and object positions.

Integrated object and road geometry tracking is a fairly new research area. The concept was introduced by Zomotor and Franke (1997) and Dellaert and Thorpe (1997) and the idea is to try to improve the road geometry estimate by studying the motion of other vehicles and vice versa. The interconnection comes from assuming that observed, leading vehicles are likely to keep following their lane, i.e., in relation to the lane, their lateral position is constant. Thus, the movement of these can be used to support the road shape estimate. This is particularly important during poor visibility since vision-based lane trackers are very sensitive to changed visibility conditions, e.g., caused by changes in weather or by driving on a road with lots of hills, and also by worn lane markings in general. This is achieved by modelling the motion of surrounding vehicles in relation to the road, i.e., assuming that the movement of vehicles is connected to the shape of the road. The road geometry and the positions of all objects are then treated in a single, centralised filter. A similar approach is presented by NHTSA (2000) where the trails of tracked vehicles are analysed separately and then used as input into the road shape estimation process. The concept was further developed and evaluated by Gern et al. (2001). A related topic is introduced by Melo et al. (2006) in which surveillance system detects highway lanes using vehicle trails only, which is possible as the surveillance application obtains many samples of the same road segment. In our application, relying solely on vehicle motion for lane shape estimation pushes the assumption a bit too far.

Other techniques to improve road geometry estimates have also been suggested. Trzebiatowski et al. (2004) suggests visually detecting reflex posts as additional information of the road shape, and Ma et al. (2000) and Polychronopoulos et al. (2004) both suggests supporting the road shape estimate by tracking road-side objects such as guard rails or pavement by radar.

This article evaluates to what extent the motion of leading vehicles can be used to improve the performance of road shape estimation. It is compared to decoupled filtering, where road shape and vehicles are treated in different filters. In addition, different road models are compared and some statistical properties of the resulting estimate are examined. This is then related to typical requirements that the ELA and ACC functions apply to the road shape estimate.

The sensor configuration that has been studied is a radar in combination with a monovision system. The radar is of the type typically used for adaptive cruise control applications: a 77 GHz doppler radar with a range of approximately 150 metres and a field of view of about 15°. The vision system is an off-the-shelf single, black and white camera solution that delivers distances to the lane markings, heading angle and road curvature.
based on image processing. However, the methods derived in this article are general and could be used with other types of sensors.

The new ELA safety function, and other potential applications, are briefly discussed in Section 2. For more details on ELA, readers are referred to Eidehall et al. (2006). Section 3 presents a derivation of the road model and the road-aligned coordinate system. Section 4 introduces the tracking system, including theoretic derivation of the models and filtering methods. Finally, Section 5 presents evaluation and results of the tracking system.

2 Applications

2.1 Emergency Lane Assist

Different types of lane guidance systems have recently been presented by several car manufacturers. Lane guidance systems try to prevent lane departure and the motivation is that many accidents occur due to a distracted or drowsy driver departing from a lane and colliding with a road-side object or an oncoming vehicle. There are two major problems with such technology. The first is false alarms when crossing the lane markings intentionally. The second is misuse. A system that uses a steering wheel to prevent lane departure could be used as an autopilot by the driver while carrying out distractive tasks.

Honda has proposed a solution of the misuse problem by only applying 80% of the torque required to keep the vehicle in the lane (Ishida and Gayko, 2004). This is in order to keep the driver in the loop at all times. Pilutti and Ulsoy (2003) investigate a way to make false alarms less intrusive by trying to mimic the sound or vibration of so called "rumble strips", i.e., the grooved lane markings that are sometimes found on motorways. A similar system has also been put into production by Citroën (2005).

Emergency Lane Assist (ELA) provides another alternative when it comes to reducing false alarms and misuse problems associated with conventional lane guidance systems. This is achieved by only trying to prevent dangerous lane departure. The system monitors adjacent lanes and as long as there are no other vehicles approaching, the lane markings can be crossed without ELA intervention, but as soon as a commenced lane change manoeuvre is considered dangerous, for example with respect to an oncoming vehicle, a torque is applied to the steering wheel in order to prevent lane departure. The risk level of a lane change manoeuvre is assessed based on the position and motion of vehicles in the adjacent lanes. In addition, road edges, barriers or even solid lane markings could also be used to activate intervention. This approach makes ELA a pure safety system rather than a comfort/convenience system. Figure 1 shows critical ELA situations.

A prerequisite is that ELA must never prevent an avoidance manoeuvre, i.e., if the driver is trying to avoid an obstacle in the current lane, ELA must never apply a steering wheel torque to direct the vehicle towards this threat. Avoidance manoeuvres can be detected by looking for threats in the lane of the host vehicle for example, but also by using a driver-interpretation module to analyse the strength and speed of the steering wheel manoeuvre. The driver interpretation module is at this point not included in the presented system. To further ensure that the system does not intervene in a way that conflicts with the intentions of the driver, only allow a fairly low torque will be allowed
to be applied to the steering wheel. Thus, the driver can always override the steering intervention by a resolute steering manoeuvre in the desired direction.

2.2 Adaptive Cruise Control

Adaptive Cruise Control (ACC) is a new type of cruise control that is starting to appear on the market. When there are no other vehicles near, ACC works like a standard cruise control which controls the accelerator in order to keep the speed at a preset level. As soon as a slower-moving leading vehicle is approached, ACC automatically reduces the speed in order to maintain a preset time gap. It is then crucial to assign leading vehicles to the correct lane in order to adapt the speed to the correct vehicle.

2.3 Requirements on the tracking performance

A number of important requirements on the tracking system can be pointed out. In ELA, once the decision to intervene has been taken, the host vehicle needs to be guided back to the centre of its original lane. To do this, the lateral position relative to the lane needs to be known, and usually, a modern off-the-shelf lane tracker provides this information with good enough accuracy.

Furthermore, the lateral position of other objects needs to be known, or more specifically, their position relative to the lane, i.e., lane assignment. For example, in ELA, if an oncoming vehicle is mistakenly judged by the tracking system to be in the adjacent lane, but is really positioned in the same lane as the host vehicle, it is undesirable to make the decision to steer the host vehicle back into this lane. Similarly, ACC needs accurate lane assignment in order to adapt the speed to the correct leading vehicle. This puts tough requirements, both on the tracking of objects, but also on the long range road geometry tracking. This is discussed further and quantified in Section 5.4.
Thirdly, accurate range and range rate information of other objects is needed. However, with the use of long range Doppler radar, this is usually not a problem.

3 Geometric road model

3.1 Overview

The position on the road for each vehicle is denoted \((x, y)\) in a road-aligned coordinate system, where \(x\) is the driven distance along the road and \(y\) the lateral position in the lane. This needs to be related to a Cartesian coordinate system \((\tilde{x}, \tilde{y})\) which is attached to the host vehicle, see Figure 4. The purpose of Section 3.2 is to find this transformation \(T: (x, y) \to (\tilde{x}, \tilde{y})\). For this derivation, a model of the road is needed, which is obtained from a general model describing the road curvature as \(c(x) = c_0 + c_1 x\). This describes a clothoid curve which is a commonly used parametrisation in automotive tracking applications. However, the trigonometric formulas that arise do not give an explicit expression for \(T(x, y)\). If such an expression is needed, either the trigonometric functions can be Taylor expanded, or a simpler model with \(c_1 = 0\) can be used (constant curve radius). These approximations are treated in Section 3.3.

3.2 Model derivation

Curved coordinate system

A two-dimensional coordinate transformation \(T\) is first derived, from the road-aligned coordinate system \((x, y)\) to a cartesian coordinate system \((\tilde{x}, \tilde{y})\) which is attached to the host vehicle is first derived, see Figure 2. The derivation starts with a planar curve \(r(x)\), where \(x\) is the distance along a curve. Assume the curvature along the curve is given by \(c = c(x)\), i.e., the radius is \(r(x) = 1/c(x)\). Now, if \(\hat{t}(x)\) is the tangent vector to the curve, where the hat means that it is unit length, i.e., \(\|\hat{t}(x)\| = 1\), the normal vector \(n(x)\) is defined as

\[
n(x) = \frac{d\hat{t}}{dx}(x).
\]

Vector analysis gives an alternative expression for \(n(x)\) where it is given that it is perpendicular to \(\hat{t}(x)\) and that its length is precisely \(c(x)\). In addition, \(c(x)\) is defined to be positive for left turns and negative for right turns. The normal can thus be written \(n(x) = -c(x)R(-\frac{\pi}{2})\hat{t}(x) = c(x)R(\frac{\pi}{2})\hat{t}(x)\) where \(R(\alpha)\) is a \(\alpha\)-radian, counterclockwise rotational matrix, i.e.,

\[
R(\alpha) \triangleq \begin{pmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{pmatrix}.
\]

Thus, the differential equation

\[
\frac{d\hat{t}}{dx}(x) = c(x)R(\frac{\pi}{2})\hat{t}(x)
\]
is obtained, which has the solution

$$\hat{t}(x) = \exp\left( \mathbf{R}(\frac{\pi}{2}) \int_0^x c(\tau)d\tau \right) \hat{t}_0 = \mathbf{R}\left( \int_0^x c(\tau)d\tau \right) \hat{t}_0,$$

(4)

where $\hat{t}_0$ is an arbitrary initial condition, i.e., $\hat{t}(x) = \hat{t}_0$, with the condition $\|\hat{t}_0\| = 1$. The last equality is proved in the appendix. This can then be used to obtain an expression for the position:

$$\mathbf{r}(x) = \int_0^x \hat{t}(\tau)d\tau + \mathbf{r}_0 = \int_0^x \mathbf{R}\left( \int_0^{\tau_1} c(\tau_2)d\tau_2 \right) d\tau_1 \hat{t}_0 + \mathbf{r}_0,$$

(5)

where the free parameter $\mathbf{r}_0$ is used to describe an offset perpendicular to $\hat{t}_0$ and with length $y_{off}$:

$$\mathbf{r}_0 = \mathbf{R}(-\Psi_{rel}) \begin{pmatrix} 0 \\ -y_{off} \end{pmatrix}.$$  

(6)

This is used to model the host vehicle’s lateral offset from the centre of the lane and is shown in Figure 2.

To construct the coordinate transformation $T$, one of the coordinates is defined to be the distance along the curve: $T(x, 0) = \mathbf{r}(x)$. To define the other coordinate, $T$ is required to be orthogonal. A natural choice is to simply extend a straight line at $T(x, 0)$ along $\mathbf{R}(\frac{\pi}{2}) \hat{t}(x)$. This choice will also give us a positively oriented transformation. $T$
will look like
\[
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix} = T(x, y) = r(x) + R(\pi/2)\hat{t}(x)y. 
\]
\[\text{(7)}\]

Road curvature function

The road is often modelled as segments of straight lines, arcs and clothoids (Dickmanns and Zapp, 1986, Gern et al., 2000). Clothoids are segments for which the curvature changes linearly with the distance along the curve. According to Swedish road authorities (Vägverket, 1994), this agrees well with how roads are constructed. The function

\[c(x) = c_0 + c_1 x\]
\[\text{(8)}\]

will suffice for all these cases. Of course, when approaching a curve, there might be situations for example where the section 0 - 50 metres of the field of view is a straight line and the section 50 - 100 metres is a clothoid, a case that cannot be modelled with a linear curvature law.

Inserting (8) into (4) and using

\[\hat{t}_0 = \begin{pmatrix}
\cos(-\Psi_{rel}) \\
\sin(-\Psi_{rel})
\end{pmatrix}, \]
\[\text{(9)}\]

the following expression is obtained:

\[\hat{t}(x) = R\left(c_0 x + c_1 x^2/2\right) \begin{pmatrix}
\cos(-\Psi_{rel}) \\
\sin(-\Psi_{rel})
\end{pmatrix} = R(-\Psi_{rel}) \begin{pmatrix}
\cos(c_0 x + c_1 x^2/2) \\
\sin(c_0 x + c_1 x^2/2)
\end{pmatrix}. \]
\[\text{(10)}\]

The last simplification is proved in the appendix. Equation (10) gives the second term of (7). In order to get an expression for the first term, (10) needs to be integrated, which cannot be done analytically. Instead, some sort of approximation is needed.

3.3 Coordinate transformation approximations

In order to obtain a closed form expression of the position \(r(x)\), the expression (10) for \(\hat{t}(x)\) needs to be simplified. After that, the new \(\hat{t}(x)\) and \(r(x)\) are inserted into (7) in order to obtain the coordinate transformation. Three different approximations are here derived and compared.

Approximation A: Omitting the clothoid parameter

Using \(c_1 = 0\) in (10) the following expression is obtained:

\[\hat{t}(x) = R(-\Psi_{rel}) \begin{pmatrix}
\cos(c_0 x) \\
\sin(c_0 x)
\end{pmatrix}, \]

which, used in (5) gives

\[r(x) = R(-\Psi_{rel}) \begin{pmatrix}
\sin(c_0 x) \\
1 - \cos(c_0 x)
\end{pmatrix} \frac{1}{c_0} + R(-\Psi_{rel}) \begin{pmatrix}
0 \\
-y_{off}
\end{pmatrix}, \]
and the coordinate transformation (7) becomes

\[ T_a(x, y) \triangleq r(x) + R(\frac{\pi}{2})t(x)y \]

\[ = R(-\Psi_{rel}) \left( \frac{(1 - c_0 y) \sin(c_0 x)}{1 - (1 - c_0 y) \cos(c_0 x) - c_0 y_{off}} \right) \frac{1}{c_0} \]  

(11)

**Approximation B: Linearising the trigonometric functions**

If \( \sin \tau \approx \tau \) and \( \cos \tau \approx 1 \) is used, then (10) becomes

\[ \hat{t}(x) = R(-\Psi_{rel}) \left( \frac{1}{c_0 x + c_1 x^2/2} \right). \]

Inserting this into (5) gives

\[ r(x) = R(-\Psi_{rel}) \left( \frac{x}{c_0 x^2/2 + c_1 x^3/6} \right) + R(-\Psi_{rel}) \left( \frac{0}{-y_{off}} \right), \]

and from (7), the coordinate transformation becomes

\[ T_b(x, y) \triangleq R(-\Psi_{rel}) \left( \frac{x - y(c_0 x + c_1 x^2/2)}{y - y_{off} + c_0 x^2/2 + c_1 x^3/6} \right). \]  

(12)

**Approximation C: As B, plus further approximations**

Some further approximation steps are carried out:

\[ T_b(x, y) \approx R(-\Psi_{rel}) \left( \frac{x}{y - y_{off} + c_0 x^2/2 + c_1 x^3/6} \right) \approx \]

\[ \approx \left( \frac{1}{-\Psi_{rel}} \right) \left( \frac{x}{y - y_{off} + c_0 x^2/2 + c_1 x^3/6} \right) = \]

\[ = \left( x + \Psi_{rel}(y - y_{off} + c_0 x^2/2 + c_1 x^3/6) \right) \approx \]

\[ \approx \left( y - y_{off} - \Psi_{rel} x + c_0 x^2/2 + c_1 x^3/6 \right) \triangleq T_c(x, y). \]  

(13)

This is a commonly used approximation (Dickmanns and Zapp, 1987, Gern et al., 2001). Note that the road geometry effect in the \( x \) component has been completely ignored, i.e., \( x = \bar{x} \).

**Geometric comparison**

In order to give a feeling of the errors these approximations represent, a typical road shape with the different approximations is generated. Vägverket (1994) gives the following guidelines for road construction. For a 50 km/h road, the minimum radius is 140 metres and for a 90 km/h road it is 550 metres. The recommended maximum clothoid parameters for these curves are given by the formula

\[ c_{1 \text{max}} = \frac{k}{v^3}, \]
where \( k = 0.45 \, (\text{m/s}^3) \) which is the maximum “jerk” and \( v \) the velocity, giving the clothoid \( 1.7 \cdot 10^{-4} \) and \( 2.9 \cdot 10^{-5} \, (1/\text{m}^2) \) for the 50 (km/h) and the 90 (km/h) curve, respectively. In Figure 3, the approximations are compared with the exact transformation. Note that on straight stretches and on pure circle segments, \( T_a \) coincides with the exact transformation. The fact that the curve effect in the \( x \) coordinate has been ignored in Approximation C can be seen by the horizontal line at the top of the shape.

![Figure 3: Illustration of the different approximations (11) - (13). A road with edges at \( y = -5 \) and \( y = 5 \) has been transformed with the three approximations and with the true transformation, based on a typical 50 km/h curve.](image)

### 4 Filtering

One of the advantages of the road-aligned coordinate system is that the motion of surrounding vehicles can be modelled very easily since the fact that they turn when entering curves are already captured by the road model. Another advantage is that vehicle position prediction also becomes more accurate since it is predicted that they will follow the shape of the road, not just their current tangent.

A drawback with the introduced coordinate system is that it generates nonlinear measurement equations which increases the complexity of the filter. In addition, since the road model becomes interconnected with the positions of vehicles in the filter, an error in the road model estimate will result in an error in the position estimates of other vehicles and vice versa. However, this is not a problem in the presented application since it is
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dependent on both the road estimate and the vehicle position estimates and can thus not benefit from accurate information in one of the estimates if the other has a large error.

To be able to use a Kalman filter, three state space models are used, based on the approximations from the previous section. The filters based on Approximation A, B and C will be referred to as Filter A, B and C. The states for the host vehicle are shown in Figure 4. In addition, even though $c_1$ is not included in Approximation A it is still observable and is needed in the filter for dynamic reasons as it affects the dynamics of $c_0$. Observed vehicles will have the states $x_i$, $\dot{x}_i$ and $y_i$, where $i$ runs through all tracked objects. Note that this section presents an example of a dynamic model that has been used in the evaluation. The geometric model from the previous section is general and can be used with higher order motion models, such as the bicycle model (Gillespie, 1992).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure4.png}
\caption{W, $y_{off}$, $\Psi_{rel}$, $c_0$ and $c_1$ are the host vehicle states. The mapping $T$ transforms from the coordinate system $(x, y)$ to the coordinate system $(\tilde{x}, \tilde{y})$.}
\end{figure}

### 4.1 Motion model

The coordinates $x$ and $y$ denote the position in the curved coordinate system that is aligned with the road according to Figure 4. In these coordinates, the motion model for the other vehicles can be greatly simplified. For instance, the equation $\dot{y}_i = 0$ can be used, which means that the other vehicles will keep following their own lanes. The longitudinal model is simply $\ddot{x}_i = 0$. Note that this is relative velocity and acceleration. This means that if the host vehicle acceleration is available, the tracking performance could be improved by using this as an input signal. Hence, for tracked vehicles, the following motion model is
obtained:

\[ \dot{x}_i = v_i, \]  
\[ \dot{v}_i = 0, \]  
\[ \dot{y}_i = 0, \]

where \( v_i \) is the longitudinal relative velocity of object \( i \), i.e., the time derivative of \( x_i \).

A dynamic model for the shape of the road is also needed. Two parametrisation are used in the derivation, \( C(X) \) is a global curvature model and \( c(x) \) is a local model around the host vehicle. A common assumption is that the shape of the road consists of elements of so called clothoid curves, i.e., segments where the curvature changes linearly with the distance, also discussed Section 3.1. This means, that along such a segment, the curvature changes as

\[ C(X) = C_0 + C_1 X, \]  

where \( X \) is the current driven distance along the segment, see Figure 5. For now, it is assumed that \( C_0 \) and \( C_1 \) are constants describing the shape of the road. This can also be expressed locally around the current position of the host vehicle as

\[ c(x) = c_0 + c_1 x. \]  

If the local coordinate \( x \) is defined as

\[ X = X_{\text{veh}} + x, \]  

where \( X_{\text{veh}} \) is the position of the host vehicle around which the local model is expressed. Inserting (17) into (15) the following expression for the local model is obtained:

\[ c(x) = C(X_{\text{veh}} + x) = C_0 + C_1 (X_{\text{veh}} + x) \]

\[ = C_0 + C_1 X_{\text{veh}} + C_1 x. \]  

\[ \text{(18)} \]  

\[ \text{Figure 5: Here, the relationship between the local and the global curvature model is shown.} \]
The terms of the local model (16) can now be identified as

\[
\begin{align*}
    c_0 &= C_0 + C_1 X_{veh} \quad (19a) \\
    c_1 &= C_1 \quad (19b)
\end{align*}
\]

As the host vehicle moves, this local parametrisation will change according to

\[
\begin{align*}
    \dot{c}_0 &= \frac{\dot{C}_0}{0} + \frac{\dot{C}_1}{0} X_{veh} + C_1 \dot{X}_{veh} = c_1 v \quad (20a) \\
    \dot{c}_1 &= \dot{C}_1 = 0 \quad (20b)
\end{align*}
\]

which follows from the assumption that \( C_0 \) and \( C_1 \) are constant. The velocity of the host vehicle is denoted \( v \). These equations will be used as the dynamic model for \( c_0 \) and \( c_1 \). The derivation started with the assumption that \( C_0 \) and \( C_1 \) were constant. The fact that they only are only piecewise constant with jumps when switching from one clothoid element to another is handled by introducing process noise to the discrete time versions of (20). For the width of the lane, the model \( \dot{W} = 0 \) will be used. To summarise, the dynamic model for the road is

\[
\begin{align*}
    \dot{W} &= 0, \quad (21a) \\
    \dot{c}_0 &= vc_1, \quad (21b) \\
    \dot{c}_1 &= 0. \quad (21c)
\end{align*}
\]

For the host vehicle parameters it is first clarified that \( \Psi_{rel} \) is the angle between the host vehicle and the lane, and \( \Psi_{abs} \) is the angle between the host vehicle and some fix reference. Thus

\[
\Psi_{abs} = \Psi_{rel} + \gamma \leftrightarrow \Psi_{rel} = \Psi_{abs} - \gamma \quad (22)
\]

to which follows from the assumption that \( C_0 \) and \( C_1 \) are constant. The velocity of the host vehicle is denoted \( v \). These equations will be used as the dynamic model for \( c_0 \) and \( c_1 \). The derivation started with the assumption that \( C_0 \) and \( C_1 \) were constant. The fact that they only are only piecewise constant with jumps when switching from one clothoid element to another is handled by introducing process noise to the discrete time versions of (20). For the width of the lane, the model \( \dot{W} = 0 \) will be used. To summarise, the dynamic model for the road is

\[
\begin{align*}
    \dot{W} &= 0, \quad (21a) \\
    \dot{c}_0 &= vc_1, \quad (21b) \\
    \dot{c}_1 &= 0. \quad (21c)
\end{align*}
\]

For the host vehicle parameters it is first clarified that \( \Psi_{rel} \) is the angle between the host vehicle and the lane, and \( \Psi_{abs} \) is the angle between the host vehicle and some fix reference. Thus

\[
\Psi_{abs} = \Psi_{rel} + \gamma \leftrightarrow \Psi_{rel} = \Psi_{abs} - \gamma \quad (22)
\]

were \( \gamma \) is the angle between the road and the fixed reference. A relationship between \( \Psi_{rel} \) and \( \Psi_{abs} \) can be obtained by differentiating (22):

\[
\dot{\Psi}_{rel} = \dot{\Psi}_{abs} - \frac{\dot{v}}{r} = \dot{\Psi}_{abs} - c_0 v, \quad (23)
\]

where \( r \) is the current road radius and, since the host vehicle by definition is located at \( x = 0 \) in (16), \( r = 1/c_0 \). \( \dot{\Psi}_{abs} \) can typically be measured with a yaw rate sensor. Furthermore, \( y_{off} = \sin(\Psi_{rel})v \approx \Psi_{rel}v \). To summarise, the motion of host vehicle is modelled as

\[
\begin{align*}
    y_{off} &= v\Psi_{rel}, \quad (24a) \\
    \dot{\Psi}_{rel} &= -vc_0 + \dot{\Psi}_{abs}. \quad (24b)
\end{align*}
\]

The discrete-time dynamics is then given by the sampling formula (Rugh, 1996) and assuming piecewise constant input, and sampling time \( T_s \). Furthermore, adding stochastic process noise, the discrete-time motion equations for the objects become

\[
\begin{align*}
    x_{t+1}^i &= x_t^i + T_s v_t^i + w_{1,t}^i \quad (25a) \\
    v_{t+1}^i &= v_t^i + w_{2,t}^i \quad (25b) \\
    y_{t+1}^i &= y_t^i + w_{3,t}^i \quad (25c)
\end{align*}
\]
For the host vehicle it is

\[ y_{\text{off}, t+1} = y_{\text{off}, t} + v T_s \Psi_{\text{rel}, t} - v^2 T_s^2 c_{0, t}/2 - v^3 T_s^3 c_{1, t}/6 + v T_s^2 \hat{\Psi}_{\text{abs}, t}/2 + w_{4, t}, \]  

(26a)

\[ \Psi_{\text{rel}, t+1} = \Psi_{\text{rel}, t} - T_s c_{0, t} - v^2 T_s^2 c_{1, t}/2 + T_s \dot{\Psi}_{\text{abs}, t} + w_{5, t}, \]  

(26b)

and for the road

\[ W_{t+1} = W_t + w_{6, t}, \]  

(27a)

\[ c_{0, t+1} = c_{0, t} + v T_s c_{1, t} + w_{7, t}, \]  

(27b)

\[ c_{1, t+1} = c_{1, t} + w_{8, t}. \]  

(27c)

The variables \( \{ w_{i, t} \}_{i=1}^{8} \) are white, zero-mean Gaussian process noise, with covariance matrices \( Q_{\text{road}}, Q_{\text{host}} \) and \( Q_{\text{obj}} \) for the road, host and object states, respectively.

4.2 Measurement model

The measurements for the host vehicle are \( \Psi_{\text{rel}}^m, c_{0}^m, L^m \) and \( R^m \) where the two latter are the distances to the left and right lane marking, see Figure 4. Superscript \( m \) denotes measured quantities. For the other vehicles the position \( \tilde{x}^m \) and \( \tilde{y}^m \) is measured, which is expressed in the Cartesian coordinate system attached to the vehicle. These relate to the states as

\[ L^m_t = W_t/2 - y_{\text{off}, t} + e_{1, t}, \]  

(28a)

\[ R^m_t = -W_t/2 - y_{\text{off}, t} + e_{2, t}, \]  

(28b)

\[ \Psi^m_{\text{rel}, t} = \Psi_{\text{rel}, t} + e_{3, t}, \]  

(28c)

\[ c_{0, t}^m = c_{0, t} + e_{4, t}, \]  

(28d)

\[ \begin{bmatrix} \tilde{x}_{i, t}^m \\ \tilde{y}_{i, t}^m \end{bmatrix} = T(x_i^t, y_i^t) + \begin{bmatrix} e_{5, t} \\ e_{6, t} \end{bmatrix}, \]  

(28e)

where the variables \( \{ e_{i, t} \}_{i=1}^{6} \) denote white, zero-mean Gaussian measurement noise with covariance matrices \( R_{\text{host}} \) and \( R_{\text{obj}} \) for the host and object states, respectively. \( T \) is one of the approximations from Section 3.3.

4.3 Decoupled model

The performance of Filters A, B and C is also compared to a decoupled filter, where tracking of host/road and objects is done separately. The decoupled filter is based on (26), (27) and (28a)-(28d) only, and is consequently not affected by the movement of leading vehicles. The decoupled filter is thus the same as Filters A, B and C, but with the difference that the measurement equation of object positions is removed.

4.4 Extended Kalman Filter

According to the previous sections, the state-space model used in this application is nonlinear. Hence, the problem of recursively estimating the state variable in a nonlinear
state-space model needs to be handled. A general model with nonlinear measurement equation can be written:

\[ z_{t+1} = A_t z_t + B_t u_t + w_t, \]  
\[ y_t = h(z_t) + e_t, \]

(29a) \hspace{1cm} (29b)

Here, \( z_t \) denotes the state vector, which in our model consist of the states \( W, y_{off}, \Psi_{rel}, c_0, c_1 \) as defined in Figure 4 and the three states \( x, v, y \), defined in (14), repeated once for each object. This means that the size of the state vector, and thus also model equations, will vary with the number of objects. The matrices \( A_t \) and \( B_t \) consist of the combined motion model from (25), (26) and (27) and the measurement equation \( h \) is a combination of (28a)-(28e) where (28e) is repeated once for each object. The signal \( u_t \) consist of the yaw-rate signal \( \dot{\Psi}_{abs} \) only.

The extended Kalman filter has a long tradition in automotive applications. For details of the Kalman Filter and the extended Kalman filter, see Kalman (1960), Kay (1998), Gustafsson (2000) or Kailath et al. (2000). Data association in the filter is done with a standard method that can be found in the literature (Blackman, 1986). The method consists of sequentially associating the track-measurement pair with the minimum distance and also involves basic dead-reckoning mechanisms.

5 Evaluation

5.1 Accuracy of the road shape estimate

The evaluation is carried out by running the filters and comparing the estimated parameters to the true values. The sensor setup that is used during the evaluation is the camera and radar combination discussed in the introduction. In order to be able to rerun the filters with different tuning settings, the evaluation has mainly been done off-line, on recorded sensor data. The true values of the lane geometry parameters are obtained from a detailed map that is reconstructed from the sensor data (Eidehall and Gustafsson, 2006). Four filters are evaluated: the three filters referred to as A, B and C, based on the approximations derived in Section 3.3, plus the decoupled filter in Section 4.3.

5.2 Filter tuning

Tuning the filter involves adjusting the "Q" and "R" matrices in the Kalman filter, referred to as process and measurement noise covariance. If these are constrained to be diagonal, 14 parameters have to be tuned. Here, the tuning was started by first using "physical" intuition in order to try to judge errors in measurements and change rates in different states. This was then used as a starting point for manual tuning in order to obtain acceptable performance from all three filters. After that, semi-optimisation was carried out by tuning the performance along lines in the parameter space. For instance, an important parameter is the process noise of tracked vehicles' lateral movements. This is defined as \( Q_{lat} = E[(w_{lat}^2)] = (Q_{obj})_{3,3} \). This parameter controls how much the lateral movement of tracked vehicles is tied to the lane. A low value of \( Q_{lat} \) means that vehicles are very likely to keep following the lane, and there is thus a strong connection between lateral
movement of tracked vehicles and the road shape parameters. Conversely, a high value $Q_{\text{lat}}$ means that vehicles are more likely to move laterally in relation to the lane and thus loosens the connection to the road shape.

The result from this is shown in Figure 6, where the Root Mean Square Error (RMSE) during a five minute test drive has been computed for various values of $Q_{\text{lat}}$. The advantage of using information from leading vehicles is here clearly visible, which has also been indicated by Zomotor and Franke (1997) and Gern et al. (2000).

![Figure 6: An example where the design variable $Q_{\text{lat}}$ is scaled from $10^{-2}$ to $10^2$ around a nominal value. The plot shows the curvature RMSE for the different filters. The decoupled filter from Section 4.3 is also included, which is unaffected by the changes in the lateral process noise. The advantage of using information from leading vehicles is here clearly visible.](image)

Figure 7: This is a video clip from data sequence 1. Snow reduces the visibility.

When the filters are run on different data sequences, it is interesting to note that the optimal value for $Q_{\text{lat}}$ is about the same, which indicates that this is a property which is...
independent of road and weather conditions.

### 5.3 Mean estimation error

In order to evaluate the performance, the filters have been executed on three different data sequences with varying road and weather conditions:

**Sequence 1** American motorway with very gentle curves and with low curvature. Snow reduces the visibility of the vision system.

**Sequence 2** German motorway with many hills, which reduces the visibility of vision system. The sequence contains a lot of curves and curves with relatively high curvature. Weather conditions are fine.

**Sequence 3** German motorway, also with many curves. Visibility of the vision system is good since there are almost no slopes and good weather conditions.

Each sequence is 5 minutes long and all three contains plenty of other vehicles that can be used to support the road geometry estimate. The performance has been compared by computing the Root Mean Square Error (RMSE) for each filter on the three sequences. For reference, the error of the unfiltered measurements of road curvature, taken directly from the image processing unit, has also been computed. The results are shown in Table 1. Using the method in Section 5.2, a scale factor of about one for $Q_{\text{lat}}$ was chosen as a common optimum for all three sequences. It can be seen that an important improvement in accuracy compared to the unfiltered measurements comes from the Kalman filter for the host vehicle and road states only, i.e., the decoupled filter. However, also adding information about leading vehicles, which is done in Filter A, B and C, further improves performance.

Table 1 reveals on examination that Filter A, B and C (the performance is similar) reduces the RMSE 7 - 13 percent compared to the decoupled filter and 35 - 80 percent compared to the unfiltered measurements. Most of the improvement in Filter A, B and C originates from curve entries and exits. This is rather small subset of the data sequences, which means that the improvement during these specific events is much higher. For an illustration of this, consider the curvature estimate plotted in Figure 8. Filter B has been compared to the decoupled filter for a short section of data sequence 3. It can be seen that during the actual changes in curvature there is a time delay in the decoupled filter, which is reduced significantly in Filter B.

It is interesting to note that the error in the measurements is significantly higher in sequence 1 and 2, which were with lower visibility. However, the improvement achieved by the filters in sequence 1 is much higher which is probably due to the fact that the curves are very gentle in this sequence. In particular, the curve entries and exits are much longer. Using information from leading vehicles is probably not needed in sequence 1 since the error in the decoupled filter alone is very small. From this particular experiment, it is difficult to conclude that one of the approximations has an advantage compared to the others since the performance is very similar.
Table 1: Curvature RMSE (1/m). Using the method in Section 5.2, a scale factor close to one for $Q_{\text{lat}}$ was chosen as a common optimum for all three sequences.

<table>
<thead>
<tr>
<th></th>
<th>Sequence 1</th>
<th>Sequence 2</th>
<th>Sequence 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurements</td>
<td>$5.28 \times 10^{-4}$</td>
<td>$4.98 \times 10^{-4}$</td>
<td>$2.72 \times 10^{-4}$</td>
</tr>
<tr>
<td>Decoupled</td>
<td>$1.22 \times 10^{-4}$</td>
<td>$3.36 \times 10^{-4}$</td>
<td>$2.03 \times 10^{-4}$</td>
</tr>
<tr>
<td>Filter A</td>
<td>$1.10 \times 10^{-4}$</td>
<td>$3.12 \times 10^{-4}$</td>
<td>$1.78 \times 10^{-4}$</td>
</tr>
<tr>
<td>Filter B</td>
<td>$1.10 \times 10^{-4}$</td>
<td>$3.13 \times 10^{-4}$</td>
<td>$1.77 \times 10^{-4}$</td>
</tr>
<tr>
<td>Filter C</td>
<td>$1.08 \times 10^{-4}$</td>
<td>$3.12 \times 10^{-4}$</td>
<td>$1.78 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Figure 8: In this zoomed in section of data sequence 3 it can be seen that the decoupled filter has a time delay which is reduced by taking the movement of leading vehicles into account, as is illustrated by Filter B.
5.4 Lane assignment

The problem of deciding which lane each tracked vehicles is currently occupying is usually referred to as the lane assignment problem. This is where the quality of the lane geometry estimate becomes vitally important; even the slightest error in the road shape parameters will result in a significant lateral error for distant vehicles, for instance at 70 - 100 metres.

In order to quantify the importance of the curvature parameter the $\tilde{y}$-part of (28e) is approximated using a second order Taylor expansion around $\Psi_{rel} = y = y_{off} = 0$.

$$\tilde{y} = (\cos(c_0 x) - 1) \frac{1}{c_0} \approx (1 - \frac{(c_0 x)^2}{2} - 1) \frac{1}{c_0} = c_0 \frac{x^2}{2}. \quad (30)$$

This implies that for small changes in $c_0$,

$$\Delta \tilde{y} \approx \frac{x^2}{2} \Delta c_0, \quad (31)$$

which means that for a leading vehicle 100 metres away from the host vehicle, a small error, say $5 \cdot 10^{-4}$ (1/m) in $c_0$ will result in an error of 2.5 metres in $\tilde{y}$. Such an error is enough to assign a leading vehicle to the wrong lane, which is a very serious error for the applications discussed in Section 2.

5.5 Statistical properties

Since the true curvature value is available, a statistical distribution of the error can be computed. In Figure 9, a histogram for the error is shown for data sequence 3. The error level $5 \cdot 10^{-4}$ (1/m) from the previous section has also been indicated, which is a requirement for making correct lane assignments at long distances. For quantification, the period of time that the error is above this level has been computed for all filters and all data sequences, as displayed in Table 2. This is an important property and any reduction of this number reduces the probability of error in a potential application.

In this experiment, the improvement of Filters A, B and C compared to the decoupled filter is obvious. Using Filter A, the reduction of the time where the error is above the threshold, compared to the decoupled filter, is 30 percent for data sequence 2 and 60 percent for sequence 3. The performance in sequence 1 is very good from all filters, including the decoupled filter, as was also discussed in Section 5.3. In fact, in Filters A, B and C the error is below the threshold in the entire sequence, and the decoupled filter is only above the threshold for 0.171 percent of the time, or approximately one sample every 60 seconds. The best performance in sequence 2 and 3 is obtained by Filter A and B, respectively. In Filters B and C, the clothoid parameter $c_1$ also affects the lane assignment, but it can be shown that its influence is negligible.

6 Conclusions

It is clear that combined lane prediction and target tracking can give better road shape estimates and thus improve the performance of automotive applications such as Emergency Lane Assist and Adaptive Cruise Control. The improvement is achieved by using
Figure 9: Error distribution in data sequence 3. The error level $5 \cdot 10^{-4}$ (1/m) is a requirement for making correct lane assignments at long distances.
already available information, and thus no extra sensors or hardware is needed, although
the computational cost is higher since the Kalman filter includes more states.

Three different road models have been evaluated, but none of them stands out as
much better or worse than the others. Since Filter A, which does not include the clothoid
parameter \( c_1 \), has similar performance to the other two filters, it is concluded that this
parameter is not crucial in the measurement model. The advantage of Filter C is that the
computational load can be reduced using a separate filter for the longitudinal dynamics of
other tracked vehicles, thus reducing the number of states in the Kalman filter.

Other information that could be included to improve the performance is GPS with
map data (Weigel et al., 2006) or a vision system with higher resolution dedicated to road
geometry prediction is probably needed.

### 7 Appendix A: Proof of (4) and (10)

In this section, it is proved that the equation

\[
\exp\left( R\left( \frac{\pi}{2} \right) \int_0^x c(\tau) d\tau \right) i_0 = R\left( \int_0^x c(\tau) d\tau \right) i_0
\]

holds. The expression holds if, for any scalar \( \lambda \)

\[
\exp\left( R\left( \frac{\pi}{2} \right) \lambda \right) = R(\lambda)
\]

In order to evaluate the left hand side, diagonalisation of the argument is used:

\[
R\left( \frac{\pi}{2} \right) \lambda = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \lambda = V D \lambda V^* \tag{34}
\]

where

\[
V = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -i & i \end{pmatrix} \quad \text{and} \quad D = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \tag{35}
\]

Then, since \( V \) is orthonormal, \( V^{-1} = V^* \) and thus

\[
\exp(V D \lambda V^*) = V \exp(D \lambda) V^* = V \begin{pmatrix} \exp(i\lambda) & 0 \\ 0 & \exp(-i\lambda) \end{pmatrix} V^*
\]
Now, these three matrices are multiplied:

\[
\exp(R(-\frac{\pi}{2})\lambda) = \exp(VD\lambda V^*)
\]

\[
= \frac{1}{2} \begin{pmatrix}
\exp(i\lambda) + \exp(-i\lambda) & i\exp(i\lambda) - i\exp(-i\lambda) \\
-i\exp(i\lambda) + i\exp(-i\lambda) & \exp(i\lambda) + \exp(-i\lambda)
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\cos \lambda & -\sin \lambda \\
\sin \lambda & \cos \lambda
\end{pmatrix} = R(\lambda).
\]

This is the same expression as (33) and thus (32) holds. Finally, it is shown that

\[
R(\alpha) \begin{pmatrix}
\cos \beta \\
\sin \beta
\end{pmatrix} = \begin{pmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{pmatrix} \begin{pmatrix}
\cos \beta \\
\sin \beta
\end{pmatrix} = \begin{pmatrix}
\cos \beta \cos \alpha - \sin \beta \sin \alpha \\
\cos \beta \sin \alpha + \sin \beta \cos \alpha
\end{pmatrix}
\]

\[
= \begin{pmatrix}
\cos \beta & -\sin \beta \\
\sin \beta & \cos \beta
\end{pmatrix} \begin{pmatrix}
\cos \alpha \\
\sin \alpha
\end{pmatrix} = R(\beta) \begin{pmatrix}
\cos \alpha \\
\sin \alpha
\end{pmatrix}.
\]
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Abstract

This paper presents a method for detecting lane departures, including lane changes, of surrounding vehicles in an automotive tracking application. This information is used to adapt the dynamic models used in the estimation algorithm in order to accommodate for the fact that a lane departure is in progress. The goal is to improve the accuracy of the road geometry estimates, which is affected by the motion of surrounding vehicles. The significantly improved performance is demonstrated using sensor data from authentic traffic environments.
1 Introduction

This paper is concerned with the problem of simultaneously estimating the position of surrounding vehicles and the road geometry. The position of the surrounding vehicles is measured using a vision system and a radar, whereas the shape of the road is measured using vision only. It has been shown that integrating the tracking of other vehicles with the tracking of the road geometry parameters can give better performance than treating these problems separately (NHTSA, 2000, Dellaert and Thorpe, 1997, Eidehall and Gustafsson, 2004, Zomotor and Franke, 1997). A fundamental assumption is that leading vehicles will keep following their lane, and their lateral movement can thus be used to support the otherwise difficult process of road geometry prediction. For example, when entering a curve as in Figure 1 it can be seen that the vehicles ahead all start moving to the right and thus there is a high probability that the road is turning to the right. This information can be used to significantly improve the rather crude road geometry estimates provided by the vision system. The assumption introduced above can mathematically be represented as

\[
\dot{y}_i = 0
\]

where \( y_i \) is the lateral position of vehicle \( i \). Note that \( y_i \) is the position in relation to the lane, not the position in global Cartesian coordinates or coordinates attached to the host vehicle. In order to efficiently handle this, a road-aligned, curved coordinate system is employed. It is important to note that the assumption of zero lateral velocity of the leading vehicles does not hold when they depart from the lane. This is typically accounted for in the model by adding white noise to the equation. The amount of noise, parameterised by the covariance matrix \( Q_{\text{lat}} \), that should be used is a compromise. On the one hand it needs to be small enough for the lateral movement of the tracked vehicles to in fact improve the road prediction. On the other hand, it needs to be large enough so that every lane departure of a leading vehicle is not misinterpreted as a curve entry. This exemplifies the fundamental compromise present in all recursive estimation problems, the trade-off between noise attenuation and tracking accuracy. This compromise is illustrated in Figure 2, where the estimated road curvature, one of the road geometry parameters, using two different filters is plotted. One filter with a high value of \( Q_{\text{lat}} \) and one filter with a low. For reasons of comparison, the true values for the road curvature which is obtained from the sensor data (Eidehall and Gustafsson, 2006) and the raw measurements from the

---

**Figure 1:** When entering a curve, all vehicles start moving in the lateral direction. This information can be used to support the road geometry estimate.
vision system are also included. It is interesting to compare the raw vision measurements to the result from the filter. This clearly illustrates the power of a model based sensor fusion approach.

In Figure 2, an exit phase of a curve where the curvature drops from about $1.8 \cdot 10^{-3}$ [m$^{-1}$] to zero can be seen. In this particular scenario there are two leading vehicles that can support the curvature estimate, see Figure 1. It can be seen that the filter with a low value of $Q_{\text{lat}}$ performs much better during the curve exit and this is how we would really like to tune the filter. However, at a later stage the performance of this filter deteriorates. If the recorded video is studied, see Figure 3, it can be seen that this performance degradation coincide exactly with a lane change of one of the leading vehicles. The filter with a higher value of $Q_{\text{lat}}$ does not suffer from this problem, but on the other hand it has a time delay in the estimate during the curve exit.

The aim of this paper is to detect harmful lane departures of the leading vehicles and adapt the models accordingly, in order to obtain an improved road geometry estimate. When the lane departures have been detected, the compromise discussed above can systematically be resolved. This is accomplished by using a small $Q_{\text{lat}}$ when the assumption $\dot{y}_i = 0$ is valid and only increase $Q_{\text{lat}}$ during lane departure maneuvers.

Detection of lane departures and other model changes in automotive tracking has previously been studied, for example by Kaempchen et al. (2004) and Weiss et al. (2004), where Interacting Multiple Models (IMM) are used. However, their purpose is to improve the position estimates of the surrounding objects, rather than the road geometry parameters. Another approach is presented by Yen et al. (2004), where a neural network is used.
to detect lateral movement in a vision-based system. The method we propose is different and based on the standard cumulative sum (CUSUM) algorithm (Page, 1954, Gustafsson, 2000), which is augmented with a module for correcting the error caused by using the wrong model during the detection phase.

The paper is structured as follows. First, the dynamic model and the estimation algorithm are briefly reviewed in Section 2. This is followed by a discussion on how to detect lane departures of leading vehicles and how this information can be used to obtain better estimates. In Section 4 it is discussed how the error caused by using the wrong model during the detection phase can be corrected. Finally, we provide a discussion on alternative methods in Section 5 and state our conclusion in Section 6.

2 Estimation Problem

The dynamic model is based on a curved, road-aligned coordinate system, defined in Figure 4, where \( x \) is the longitudinal position along the road and \( y \) is the lateral position perpendicular to \( x \). For instance, this means that if \( y^i \) is the lateral position of object \( i \), then \( y^i = 0 \) simply means that object \( i \) is at the centre of our own lane, irrespective of road shape. For the lateral dynamics, a constant position model is used, i.e., \( \dot{y}^i = 0 \), and for the longitudinal dynamics a constant velocity model is used. Other states in the model are lane width \( W \), host vehicle lateral position \( y_{off} \), host vehicle heading angle relative to the lane \( \Psi_{rel} \), road curvature parameter \( c_0 \), which is defined as the inverse road radius and finally the road clothoid parameter \( c_1 \), i.e. the curvature change rate. The vision system delivers estimates of \( W, y_{off}, \Psi_{rel} \) and \( c_0 \), which are used as measurements in our estimation problem. Furthermore, the radar provides measurements of the relative position of objects resolved in the coordinate system \((\tilde{x}, \tilde{y})\), attached to the host vehicle. The dynamic model is discussed in more detail in the Appendix and the resulting estimation problem and its solution is treated elsewhere (Eidehall and Gustafsson, 2004, Eidehall et al., 2005). Tuning of the process and measurement noise will not be discussed in detail, except for the process noise of \( y^i \). The discrete-time dynamic model describing the evolution of \( y^i \)

![Figure 3: A snapshot from the video just after time 4270 [s], where the lane change of the tracked vehicle commences.](image)
over time is given by

$$y_{t+1}^i = y_t^i + w_t^i,$$

where $w_t^i$ is zero mean white Gaussian noise, with variance $Q_{lat}$. In applying an Extended Kalman Filter (EKF), the tuning parameter $Q_{lat}$ describes to what degree it is believed that vehicles will keep driving at the same lateral position in relation to the lane.

### 3 Detecting Lane Departures

The approach employed for improving the road geometry estimates based on detecting lane departures is illustrated in Figure 5. This is a standard approach within the area of estimation.

![Figure 4: The surrounding vehicles are conveniently modelled and tracked using a curved, road-aligned coordinate system $(x, y)$.](image)

**Figure 4:** The surrounding vehicles are conveniently modelled and tracked using a curved, road-aligned coordinate system $(x, y)$.

**Figure 5:** The estimation algorithm delivers residuals, which are used in the detector to decide whether a change has occurred or not. If a change is detected this information is fed back for use in the estimation algorithm. Note that in this application, one detector for each tracked vehicle is needed.
change detection, which is a well established research area (Gustafsson, 2000, Basseville and Nikiforov, 1993, Kay, 1998). The aim of the detector in Figure 5 is to detect lane departures based on the information available in the residuals $\varepsilon_t = y_t - \hat{y}_t$ from the estimation algorithm. When a lane departure is detected this is indicated by an alarm from the detector, which is used to temporarily change model for the vehicle performing the lane departure. This implies that the estimation algorithm can provide a better estimate, simply due to the fact that a more accurate model is used. This section is concerned with devising the detection algorithm illustrated with the detection box in Figure 5. The estimation algorithm used in the present studies is based on the extended Kalman filter (Eidehall, 2004, Eidehall and Gustafsson, 2004). The basic components of a change detection algorithm are illustrated in Figure 6.

**Figure 6:** The components of the detector are a distance measure, and a stopping rule, where the latter consists of an averaging and a thresholding procedure.

### 3.1 Distance Measure

The distance measure is used to gage whether a change has occurred or not. It is an important design variable, that should be chosen with the application in mind. Common standard choices are to use the residuals $s_t = \varepsilon_t$ or the squared residuals $s_t = \varepsilon_t^2$. However, in the present application this would provide poor detection performance. The reason is that the residuals only contain angular information. This would imply that the distance measure implicitly depend on the longitudinal distance to the leading vehicle, whereas for detecting lane departures we are only interested in lateral distances. If the longitudinal distance to the leading vehicle is small, a small change of its lateral position would lead to a large angular change. If the same change of lateral position would be observed for a vehicle further away, the angular change would be smaller. Hence, we need a distance measure that is invariant to the distance to the leading vehicle. The most natural choice in this respect is provided by lateral displacement of the leading vehicle, approximately given by

$$s_t = |\varepsilon_t r_t|,$$

where $r_t$ denotes the distance to the leading vehicle, available from the estimation algorithm, primarily based on the radar measurements. The reason for using $|\varepsilon_t r_t|$ and not just $\varepsilon_t r_t$ in (2) is that we want to be able to detect both left and right lateral displacements, using a one-sided test.
3.2 Stopping Rule

The stopping rule is used to give an alarm when an auxiliary test statistic $g_t$ exceeds a certain threshold. One of the most powerful tools for obtaining a good stopping rule in change detection problems is provided by the CUSUM-test, introduced by Page (1954).

**Algorithm 1 (CUSUM-test).**

1. $g_t = \max (g_{t-1} + s_t - \nu, 0)$.
2. Alarm if $g_t > h$.
   After an alarm, reset $g_t = 0$.

3.3 Application and Result

When the CUSUM-test gives an alarm this is fed back to the estimation algorithm, where an increased $Q_{lat}$ is employed for the vehicle performing the lane departure. Since this model better describes the lane departure it will result in better estimates, which also is clear from Figure 7. This lane departure model is used for 2 seconds, the approximate time of a typical lane departure. After this we switch back to the original model. The idea outlined above has been tested using 35 minutes of authentic traffic data. The detection performance is detailed in Table 1. For the present application a missed detection is much worse than false detection. A missed detection clearly degrades the estimation performance substantially, see Figure 7, whereas a false detection merely implies a slight performance degradation, since more noise than necessary is used in the model. Hence,

![Figure 7: Illustrating how the estimation performance is improved using lane departure detection. This is the same data using in Figure 2, but the estimates from the filter based on change detection is also included.](image-url)
the 27 false detections are not that serious. It is interesting, and perhaps not too surprising, to note that most of the false detections are due to sharp road turns. If these could be isolated, most of the false detections could probably be eliminated. However, since the false detections does not significantly degrade the performance this has not been investigated further.

4 Further enhancement

In most signal based detection algorithms, there is a detection delay, i.e., a time delay between the actual event, for example the start of a lane change manoeuvre, and the detection. In the CUSUM-test, the detection delay is the time it takes for \( g_t \) to reach the threshold \( h \). This means that when an alarm is triggered, the actual event took place a certain time ago, which in this application means that, even if the model is changed at the time of the alarm, the wrong model has been used during the detection phase.

In this section, a way of correcting for the error that is made by using the wrong model during the detection phase is introduced. The idea is to store old measurements \( y_t \), input signals \( u_t \), estimates \( \hat{x}_t | t \) and covariance matrices \( P_t | t \) in a memory. If the time when an event, such as a lane change, occurs is defined as \( t_0 \) and the average time delay for detection is \( t_{\text{delay}} \), then the time when the detection is made is on average \( t_0 + t_{\text{delay}} \). We propose a refiltering scheme, that on detection at time \( t_0 + t_{\text{delay}} \), the filter is rerun with the correct model between times \( t_0 \) and \( t_0 + t_{\text{delay}} \) in order to correct for the error that is caused by using the wrong model. The estimate at time \( t_0 + t_{\text{delay}} \) is then replaced with the one that has been obtained with the correct model. A schematic illustration of this idea is given in Figure 8.

![Figure 8](image-url)

**Figure 8**: The change from Figure 5 is that a memory block has been included. The memory block stores the recent history of the measurements, input signals, estimates and their covariance.
In our application, this means that $Q_{\text{lat}}$ is increased a certain time before the detection and then kept high according to the previous section so that the total time equals the time of a typical lane change. A result of this is typically a jump in the estimate at the detection times. Two detailed examples of the behaviour of the enhanced algorithm are illustrated in Figure 9 and Figure 10. The performance for a five minute data set is shown in Figure 11.

**Figure 9:** The behaviour of the three approaches when the lane change is detected. The filter with no detection scheme deteriorates, the filter with detection converges when switching to the correct model, and the enhanced detection algorithm jumps to the value it would have had if it had used the correct model from the beginning of the lane change.

5 Alternative methods

Weiss et al. (2004) discuss the use of a filter based on interacting multiple models (IMM) for detecting lane changes. The goal of their work is to improve the position estimates of surrounding vehicles, rather than road geometry. Of course, the same approach could be used in an integrated road geometry and object tracking model as the one proposed in this article in order to also improve road geometry estimation.

In an IMM approach, two or more models are run simultaneously and they are each given a probability, of being the “correct model”, based on their residuals. The final estimate is then formed as a weighted average, using the probabilities as weights. We believe that the methods we propose here, based on the CUSUM-test, have several advantages. Firstly, a lane change is a distinct event, so either one or the other model is valid, not something in between. This means that conceptually, it is preferable to switch models completely rather than averaging two models. Secondly, the CUSUM-test provides a
Figure 10: Same plots as in Figure 9 but for a different time interval.

clear indication that something has happened, rather than a continuous change in probabilities and this indication can be used to take appropriate countermeasures. For example, this is necessary for initiating the refiltering scheme presented in Section 4.

Other methods that could be interesting to investigate is to use a two-sided test. In the proposed method, the absolute value of the residuals was used in combination with a one-sided test. An alternative could be to use the signed residuals and a two-sided test, which might eliminate some of the false alarms. The reason is that an alarm could be triggered by a driver who is "wobbling" in the lane but actually not changing lanes. On the other hand, it could be argued that we would benefit from detecting any kind of lateral movement, not just lateral movement related to a lane change.

6 Conclusion

By detecting behaviour that deviates from the model in a tracking system, we can rely more on the model when it in fact is accurate. In the present application, this means that the road geometry estimate, which is supported by the motion of surrounding vehicles, can be significantly improved. A CUSUM-test is used, which has the advantage of giving a distinct alarm when a change has occurred. It is also concluded that the method of correcting for the error that was caused by using the wrong model during the detection phase does give further improvements of the estimation accuracy.
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Figure 11: This figure shows the curvature estimate for a five minute data set collected in an authentic traffic environment, compared to the true curvature value. The vertical lines indicate detection of lane changes. It is interesting to note that in the last curve, around time 4500 [s], there is a time delay in the filter which is not present in any of the other curves. This is due to the fact that there are no vehicles to support the estimate and thus the curve can only be detected robustly once we have entered it.

Appendix A: Dynamic Model

In this appendix the underlying dynamic model that is used throughout the paper is discussed in more detail. The derivation is performed in continuous-time. The discrete-time dynamic is obtained using the standard sampling formula (Rugh, 1996), under the assumption of piecewise constant input signals.

System Model

The coordinates $x$ and $y$ denote the position in the curved coordinate system, which is attached to the road according to Figure 4. The longitudinal coordinate $x$ is relative, i.e., $x$ is the longitudinal distance between the host vehicle and the tracked object. The motion model for the surrounding vehicles is greatly simplified in using the curved, rather than a Cartesian coordinate system. For example, it allows us to use the equation $\dot{y}^i = 0$, to model the assumption that the surrounding vehicles will follow their own lanes. In the longitudinal direction $\ddot{x}^i = -a \cos(\Psi_{rel})$ will be used, where $a$ is the measured acceleration of the host vehicle, if available. Hence, we have the following motion model:
\[ \dot{x}^i = v^i, \]  
\[ \dot{v}^i = -a \cos(\Psi_{rel}), \]  
\[ \dot{y}^i = 0, \]  

where \( v^i \) is the longitudinal relative velocity of object \( i \), i.e., the time derivative of \( x^i \). It is affected by the host vehicle acceleration since it is the relative velocity that is modelled. For the road geometry parameters we first clarify that \( \Psi_{rel} \) is the angle between the host vehicle and the lane, see Fig 4, whereas \( \Psi_{abs} \) is the angle to some fix reference. A relationship between the two can be obtained by differentiating \( \Psi_{rel} \) w.r.t. time,

\[ \Psi_{rel} = \Psi_{abs} + \gamma \Rightarrow \dot{\Psi}_{rel} = \dot{\Psi}_{abs} + \dot{\gamma} = \dot{\Psi}_{abs} + \frac{v}{r} = \dot{\Psi}_{abs} + c_0 v, \]  

where \( r \) is the current road radius, \( v \) the velocity and \( \gamma \) denotes the angle between the lane and some fix reference. \( \dot{\Psi}_{abs} \) is typically measured using a yaw rate sensor. Furthermore,

\[ \dot{y}_{off} = \sin(\Psi_{rel}) v \approx \Psi_{rel} v. \]  

Using \( \dot{W} = 0 \) and \( \dot{c}_1 = 0 \) continuous-time motion equations for the road model can be written

\[ W = 0, \]  
\[ \dot{c}_0 = vc_1, \]  
\[ \dot{c}_1 = 0, \]  

and for the motion of host vehicle we have

\[ \dot{y}_{off} = v\Psi_{rel}, \]  
\[ \dot{\Psi}_{rel} = vc_0 + \dot{\Psi}_{abs}. \]  

To account for uncertainties in the model we add zero mean white Gaussian noise to the corresponding discrete-time equations. The covariance matrices are \( Q_{\text{road}}, Q_{\text{host}} \) and \( Q_{\text{obj}} \) for the road, host and object states, respectively. Note that \( Q_{\text{lat}} \), defined in Section 1 is the diagonal component of \( Q_{\text{obj}} \) corresponding to (3c), the lateral movement of the tracked vehicles.

**Measurement Model**

The measurements for the host vehicle are \( \Psi_{rel}^m, c_0^m, L^m \) and \( R^m \), where the two latter are the distances to the left and right lane marking, see Figure 4. Superscript \( m \) is used to denote measured quantities. The (relative) position \( (\tilde{x}^m, \tilde{y}^m) \) of the surrounding vehicles is measured using radar. Note that the radar delivers measurements resolved in the
Cartesian coordinate system, which is attached to the vehicle. The resulting measurement model is,

\[ L^m = \frac{W}{2} - y_{\text{off}}, \]  
\[ R^m = -\frac{W}{2} - y_{\text{off}}, \]
\[ \Psi^m_{\text{rel}} = \Psi_{\text{rel}}, \]
\[ c^m_0 = c_0, \]
\[ \begin{pmatrix} \tilde{x}^{i,m} \\ \tilde{y}^{i,m} \end{pmatrix} = \frac{R(-\Psi_{\text{rel}})}{c_0} \left( 1 + c_0 y^i \right) \sin(c_0 x^i) - 1 - c_0 y_{\text{off}} \]

where \( R(-\Psi_{\text{rel}}) \) is a rotational matrix performing clockwise rotation of \( \Psi_{\text{rel}} \) radians. Furthermore, zero mean Gaussian white measurement noise is added to (8). The covariance matrices are \( R_{\text{host}} \) and \( R_{\text{obj}} \) for the host/road and object states, respectively.
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Abstract

This article presents a threat assessment algorithm for general road scenes. A road scene consists of a number of objects that are known and the threat level of the scene is based on their current positions and velocities.

The future driver inputs of the surrounding objects are unknown, and are modelled as random variables. In order to capture realistic driver behaviour, a dynamic driver model is implemented as a probabilistic prior, which computes the likelihood of a potential manoeuvre. A distribution of possible future scenarios can then be approximated using Monte Carlo sampling. Based on this distribution, different threat measures can be computed, e.g., probability of collision or time to collision.

Since the algorithm is based on Monte Carlo sampling, it is computationally demanding, and several techniques are presented to increase the performance without increasing computational load. The algorithm is intended both for on-line safety applications in a vehicle, and for off-line data analysis.
1 Introduction

While most research within automotive collision warning and avoidance is carried out on sensor technology, e.g., radar, laser and vision systems, threat assessment is gaining more and more interest. Threat assessment algorithms are currently moving from deterministic models towards stochastic models which take many possible scenarios into account.

1.1 Deterministic threat assessment

Deterministic threat assessment refers to methods that predict a single future trajectory for all objects and uses these to compute various threat measures, for instance time to collision (Labayrade et al., 2005, Dagan et al., 2004, NHTSA, 2000), predicted minimum distance, predicted time to minimum distance (Polychronopoulos et al., 2004) etc. Note that the predicted trajectories are often based on statistical estimation methods such as the Kalman filter, but only a point estimate is then used in the threat assessment.

Jansson (2005) provides an overview of different deterministic threat assessment methods. An approach when systematically choosing warning thresholds in different deterministic methods is presented by Yang et al. (2003).

1.2 Stochastic threat assessment

A stochastic threat assessment algorithm is demonstrated by Jansson (2005) in a Collision Mitigation by Braking System. The estimated probability density from the Kalman filter is predicted using Kalman filter time updates, thus also predicting the distribution, and then using this distribution to find the future point in time where the probability of collision equals one. However, this method is only suitable for short time predictions since the uncertainty quickly increases. Polychronopoulos et al. (2004) suggests using several different models for prediction, representing possible future manoeuvres. The different possibilities are then condensed into a single prediction without considering them as distinct possibilities. Broadhurst et al. (2005) takes this one step further and considers many (thousands) different possibilities for all objects by trying to approximate the true probability density function (PDF) of the predictions with Monte Carlo sampling. The current state of all objects is assumed known, and the control inputs that determine the future trajectories are modelled as stochastic variables which can then be used to compute a PDF for the future positions.

Our work is based on the framework presented by Broadhurst et al., with some modifications, and uses this to define a new threat assessment method. One of the contributions is a new way to create a more efficient use of the samples. This is achieved by using a dynamic model that is designed with the Monte Carlo sampling in mind, but also by an iterative sampling process which removes and replaces samples that generate collisions at an early stage. We have also added visibility constraints to highlight the fact that drivers have most of their attention focused forward and thus are less likely to detect and consider objects in other regions.

The main goal of the threat assessment algorithm is to detect general threats, i.e., threats that are not necessarily connected to a particular safety function. For example, an extension compared to most conventional safety systems is the ability to detect indirect
The future paths of other objects are determined by their current position and their future control inputs such as steering, braking, etc. In a real application, their current positions can be measured using a sensor, or a combination of sensors. However, their future control inputs are unknown, and that is why in this paper, they are modelled using a stochastic variable

\[ U = [u_1, \ldots, u_m] \]
which consists of the control input for \( m \) number of objects in the scene. \( u_i \) contains the control input for a time interval \( I_t = [0, T_{\text{max}}] \) for object \( i \), i.e., \( u_i = (u_1(t), \ldots, u_{n_c}(t))_i \). \( T_{\text{max}} \) is the prediction horizon, i.e., the period of time when the predictions are made and \( n_c \) is the number of control inputs for each object. This means that, given a control input \( U \), the entire system can be simulated, using motion models for all objects, to reach a state \( X(U) \). \( X(U) \) will contain the position and other states for all objects for the entire time interval \( I_t \), given the control input \( U \), and can be written

\[
X(U) = [x_1(u_1), \ldots, x_m(u_m)].
\]

In this paper, a prior distribution \( \pi(U) \) is used to model driver preference, i.e., that certain manoeuvres are more likely than others. Details are given in Section 2.3.

This framework is inspired by the work done by Broadhurst et al. (2005) in that the control inputs of other objects are considered stochastic and that we also use Monte Carlo sampling to compute the threat quantities. However, the method suggested by Broadhurst et al. does not consider the fact that almost always, drivers try to avoid colliding with other objects. This is further addressed in Section 3.

### 2.2 Dynamic model

#### Cars/Bicycles

A car or a bicycle is geometrically described as a rectangle\(^1\) and two control inputs \((u_1, u_2)\) are used for longitudinal and lateral control respectively.

The evaluation of (28) is based on discrete samples of \( U \). In any Monte Carlo application, there is a trade off between computational performance and accuracy. More samples means higher accuracy, but also higher computational load. In this application, the samples will be spread out over an interval of the control inputs, and we claim that it is important to have the sampling process in mind at an early stage when choosing the dynamic model.

For instance, Broadhurst et al. (2005) propose using steering wheel angles as control input. However, for high velocities, the limiting factor for lateral movement is not the steering angle, but rather tyre-to-road friction. In order to deal with this, Broadhurst et al. proposes to simply remove samples with higher lateral acceleration than what is physically allowed. We believe that better results could be obtained by distributing samples according to this maximum level from the beginning and thus, get a higher concentration of samples within the allowed control input set.

A simple friction model is used, where the maximal friction force is proportional to the normal force and thus limits the acceleration. To simplify the model, the accelerations in the lateral and longitudinal directions are treated separately. The model that will be
used is

\begin{align}
\dot{x} &= v \cos \theta \\
\dot{y} &= v \sin \theta \\
\dot{v} &= \begin{cases}
u_1 a_f & \text{if } v \leq v_{\text{long}} \\
\frac{k}{v} + \frac{k}{v-a_f} & \text{if } v > v_{\text{long}}
\end{cases} \\
\dot{\theta} &= \begin{cases}
v \sin(\varphi_{\text{max}} u_2) / L & \text{if } v \leq v_{\text{lat}} \\
af u_2 / v & \text{if } v > v_{\text{lat}}
\end{cases}
\end{align}

where \((x, y)\) is the position, \(v\) the velocity and \(\theta\) the heading angle of the modelled vehicle. Furthermore, the maximum acceleration due to road friction is denoted \(a_f\), \(\varphi_{\text{max}}\) is the maximum steering angle, \(L\) is the wheelbase and \(k\) is a parameter describing engine power. \(v_{\text{long}}\) and \(v_{\text{lat}}\) are the breakpoint velocities at which the limit of the longitudinal acceleration switches from tyre-to-road friction to engine power, and from maximum steering angle to tyre-to-road friction\(^1\). Using this model, the control input sets \(u_1, u_2 \in [-1, 1]\) can be used for all velocities.

**Pedestrians**

The motion model for pedestrians is a simple constant acceleration model:

\begin{align}
\dot{x} &= v_x \\
\dot{y} &= v_y \\
\dot{v}_x &= a_f u_1 \\
\dot{v}_y &= a_f u_2
\end{align}

The input set \(u_1, u_2 \in [-1, 1]\) can also be used in this case.

**Obstacles**

To emulate other obstacles and road boundaries, general convex polygons will be used. Each polygon also has a motion vector, which allows moving objects to be generated.

### 2.3 Prior distribution

The prior distribution \(\pi(U)\) is used to model the fact that drivers have a goal with their driving. For instance, they want to get from point \(A\) to point \(B\) and maintain desired velocity. Typically, drivers also strive for a comfortable ride by minimising acceleration forces in all directions. Broadhurst et al. (2005), suggest a driver preference distribution that models four different aspects:

\(^1\)Figures for a typical car: The size is \(1.8 \times 4.8\) [m], \(L = 2.4\) [m], \(\varphi_{\text{max}} = 0.5\) [rad], \(a_f = 9.1\) [ms\(^{-2}\)] and \(k = 66.6\) [m\(^2\)s\(^{-3}\)]. This gives \(v_{\text{lat}} = 6.76\) [m/s] and \(v_{\text{long}} = 7.32\) [m/s]. For a bicycle, the size is \(0.6 \times 2\) [m], \(L = 1.6\) [m], \(\varphi_{\text{max}} = 0.5\) [rad], \(a_f = 4\) [ms\(^{-2}\)] and \(k = 0.75\) [m\(^2\)s\(^{-3}\)]. This gives \(v_{\text{lat}} = 3.7\) [m/s] and \(v_{\text{long}} = 0.2\) [m/s].
1. Distance to intended path
2. Deviation from desired velocity
3. Longitudinal acceleration
4. Steering angle

We use the same distribution, except that the steering angle is replaced with lateral acceleration, which seems to be a more relevant measure. The distribution is defined as:

$$\pi(U) = ae^{-f(U,X(U))}, \quad (2)$$

where $a$ is a normalising constant and

$$f(U, X(U)) = \sum_{i=1}^{m} \omega_i g(u_i, x_i(u_i)). \quad (3)$$

The sum runs over all objects in the scene, i.e., $f$ is the total cost of the manoeuvres of all objects. The weights $\omega_i$ can be used to prioritise the prior driver preference between different objects, something that is utilised when implementing the visibility constraints in Section 2.4. We then define

$$g(u_i, x_i(u_i)) = \int_{I_t} [(l_x x(t) + l_y y(t) - l_z)^2 \lambda_1 + (v(t) - v_0)^2 \lambda_2 + a_{long}(t)^2 \lambda_3 + a_{lat}(t)^2 \lambda_4] dt \quad (4)$$

which represents the cost of a manoeuvre for a single object over the entire time interval $I_t$, where $l_x x(t) + l_y y(t) - l_z$ measures the distance to the line $l = (l_x, l_y, l_z)$, and $v_0$ is the initial (desired) velocity. The line $l$ represents the desired path and can be any line, but usually it coincides with the tangent of the object at time $t = 0$. Note, that for the pedestrian object class, $v(t)$ has to be computed from $v_x(t)$ and $v_y(t)$. The signals $a_{lat}(t)$ and $a_{long}(t)$ are computed from the control inputs. The weights $\lambda_i$ are chosen to balance the costs of these different behavioural aspects in (4), and have so far been calibrated by visually inspecting the distributions\(^2\). These values are significantly higher than those presented by Broadhurst et al. (2005) which gives a narrower distribution. In order to avoid numerical problems at the “tails” of the distribution, a logarithmic representation of $\pi(U)$ has been implemented. A more systematic approach to calibrating these parameters, for example, by adapting the distribution to authentic recorded data, would certainly be interesting, and this may lie ahead in our future work.

### 2.4 Visibility constraints

In this section, a method is formulated for incorporating the fact that drivers have most of their attention directed forward and are more likely to detect other objects in this region.

\(^2\lambda_1 = 60/T_{\text{max}}\), $\lambda_2 = 0.5/T_{\text{max}}/(1 + |v_0|)$, $\lambda_3 = 1/T_{\text{max}}/a_f^2$, $\lambda_4 = 75/T_{\text{max}}/\varphi_{\text{max}}$ where $T_{\text{max}}$ is the length of the time interval $I_t$. 
Furthermore, drivers are much more inclined to adapt their driving behaviour with respect to other vehicles in front of them rather than behind. For example, in Figure 3, if vehicle 1 approaches vehicle 2 from behind with a high relative velocity, then vehicle 1 is much more likely to change course in order to avoid colliding with vehicle 2, compared to vehicle 2 changing course in order to let vehicle 1 pass, even though this might have been a more comfortable manoeuvre for both vehicles overall.

The first step is to define regions around each object and then assign an attention level to each region. The regions and corresponding attention levels we have chosen are shown in Figure 2. These values are just an example and are not scientifically justified, the main contribution here is the way these constraints can be implemented. A matrix $V$ is constructed which contains the visibility levels within all object pairs, where element $V_{ij}$ indicates how well object $i$ can be seen or how much it is registered by object $j$. The example in Figure 3 will generate the following $V$ matrix:

$$
\begin{array}{ccc}
  i = 1 & i = 2 & i = 3 \\
  j = 1 & - & 50\% & 99\% \\
  j = 2 & 99\% & - & 70\% \\
  j = 3 & 99\% & 70\% & - \\
\end{array}
$$

The weights $\omega_i$ in (3) are then chosen as

$$\omega_i = \sum_{j \neq i} \hat{V}_{ij}$$

(6)

where $\hat{V}$ is a normalised version of $V$, i.e., the sum of all elements equals one. For instance, this means that in a situation where one vehicle follows another, the leading

**Figure 3:** This scenario is used as an example to illustrate the method for incorporating visibility constraints.
vehicle will have a high weight in order to represent the fact that this vehicle is more likely to follow its own preferences rather than adapting its behaviour to the vehicle approaching from behind.

2.5 Road-aligned coordinates and tracking

Many automotive tracking systems recently presented have proposed using a curved, road-aligned coordinate system for tracking (Polychronopoulos et al., 2004, Eidehall and Gustafsson, 2004, Zomotor and Franke, 1997). Such a curved coordinate system would also be very suitable to use with the threat assessment algorithm proposed in this article. For instance, if the road boundaries of a curved road are to be modelled in a Cartesian coordinate system, they would either have to be approximated with a number of polygon shapes, or a more general class of obstacles with curved edges would have to be introduced. If a road-aligned coordinate system is used, the road boundary could be modelled as a straight line instead. Furthermore, the driver preference function, represented by the prior in Section 2.3, could also be greatly simplified. The straight line representing the desired path, would automatically follow the curved road in such a coordinate system.

However, before the threat assessment algorithm can be implemented, the effects of the curved coordinate system on the physical limitations of the vehicle and the dynamic model need to be investigated. For example, when driving along a curve, a certain amount of the lateral force available is already used just to follow the road, thus reducing the amount of remaining friction force in that direction. This is not automatically incorporated and how to handle this is analysed in Section 2.5.

Tracking

The position of objects in the road coordinates is often already available since tracking is typically done in that frame of reference. It has been shown that tracking in curved, road-aligned coordinates has many advantages (Eidehall and Gustafsson, 2004, Zomotor and Franke, 1997). The main feature is that the estimate of the road shape can be improved by studying the motion of leading vehicles and using a model of their motion in relation to the road. There are also other advantages when it comes to modelling and prediction. In the system presented, a road model with the shape of a circle segment is used (Eidehall and Gustafsson, 2004).

The positions of objects are expressed in \((x, y)\) coordinates, where \(x\) is the longitudinal position along the road and \(y\) is the lateral position measured from the centre of the host vehicle lane. In order to carry out tracking, these positions need to be related to the coordinate systems of the sensors attached to the host vehicle, which is why a host vehicle coordinate system \((\tilde{x}, \tilde{y})\) is introduced, see Figure 4.

A relationship between \((x, y)\) and \((\tilde{x}, \tilde{y})\) can be expressed as

\[
\begin{pmatrix}
\tilde{x} \\
\tilde{y}
\end{pmatrix} = R(-\Psi_{\text{rel}}) \begin{pmatrix}
(1 + cy) \sin(cx) \\
(1 + cy) \cos(cx) - 1 - cy_{\text{off}}
\end{pmatrix} \frac{1}{c}
\]

where \(R\) is a rotational matrix, i.e.,

\[
R(\alpha) = \begin{pmatrix}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{pmatrix}
\]
2 Model
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Figure 4: Definition of the coordinate systems \((x, y), (\tilde{x}, \tilde{y})\) and \((\xi, \eta)\) and the parameters \(c, y_{off}\) and \(\Psi_{rel}\).

and the other variables are defined in Figure 4. This relationship is then used to construct a measurement equation in an extended Kalman filter. For the purpose of tracking, a simpler dynamic model than the one described in Section 2.2 is used. One of the advantages of the road-aligned coordinate system is that modelling motion in relation to the road becomes greatly simplified. For example, the equation \(\dot{y} = 0\) can be used to express the fact that vehicles will keep to their lanes, even if the road bends. For longitudinal dynamics, the equation \(\ddot{x} = 0\) is used, i.e., constant velocity.

Vehicle dynamics in curved coordinates

In this section, the effects from the curved coordinate system on the dynamics of the vehicles are analysed, which is one of the main contributions of this work. A problem with a non-Cartesian frame of reference is that Newton’s laws of motion cannot be directly applied. Instead, they need to be applied in a Cartesian coordinates, and then transformed to the curved space. Thus, we introduce Cartesian coordinates \((\xi, \eta)\) which are attached at the centre of the host vehicle lane and coincide with \((x, y)\) at the origin, see Figure 4. Then the accelerations \(\ddot{x}\) and \(\ddot{y}\) as functions of \(\ddot{\xi}\) and \(\ddot{\eta}\) are computed. The physical limits in the \((\xi, \eta)\) space can then be translated to the \((x, y)\) space. Starting with \(\xi\), the relationship for
velocity is found as
\[ \dot{\xi} = \frac{\partial \xi}{\partial x} \dot{x} + \frac{\partial \xi}{\partial y} \dot{y}. \]

Acceleration can then be obtained as
\[
\ddot{\xi} = \frac{d}{dt} \left( \frac{\partial \xi}{\partial x} \dot{x} + \frac{\partial \xi}{\partial y} \dot{y} \right) = \\
\left( \frac{\partial^2 \xi}{\partial x^2} \dot{x} + \frac{\partial^2 \xi}{\partial x \partial y} \dot{y} \right) \dot{x} + \frac{\partial \xi}{\partial x} \ddot{x} + \left( \frac{\partial^2 \xi}{\partial x \partial y} \dot{x} + \frac{\partial^2 \xi}{\partial y^2} \dot{y} \right) \dot{y} + \frac{\partial \xi}{\partial y} \ddot{y} = \\
\frac{\partial^2 \xi}{\partial x^2} \ddot{x}^2 + \frac{\partial^2 \xi}{\partial y^2} \ddot{y}^2 + 2 \frac{\partial^2 \xi}{\partial x \partial y} \dot{x} \ddot{y} + \frac{\partial \xi}{\partial x} \dddot{x} + \frac{\partial \xi}{\partial y} \dddot{y} = \\
v^T H_\xi v + J_\xi a,
\] 

where \( v \) and \( a \) represent the velocity and acceleration in the \((x, y)\) coordinates, i.e.,
\[ v = \begin{pmatrix} \dot{x} \\ \dot{y} \end{pmatrix}, \quad a = \begin{pmatrix} \ddot{x} \\ \ddot{y} \end{pmatrix}, \]

\( J_\xi \) is the Jacobian
\[ J_\xi = \begin{pmatrix} \frac{\partial \xi}{\partial x} & \frac{\partial \xi}{\partial y} \end{pmatrix} \]

and \( H_\xi \) is the Hessian matrix
\[ H_\xi = \begin{pmatrix} \frac{\partial^2 \xi}{\partial x^2} & \frac{\partial^2 \xi}{\partial x \partial y} \\ \frac{\partial^2 \xi}{\partial x \partial y} & \frac{\partial^2 \xi}{\partial y^2} \end{pmatrix}. \]

The \( \eta \) coordinate can be treated analogously:
\[ \ddot{\eta} = v^T H_\eta v + J_\eta a. \]

(7) and (8) is a general relationship between accelerations in two coordinate systems. A circular road segment has the following coordinate transformation:
\[
\begin{pmatrix} \xi \\ \eta \end{pmatrix} = \begin{pmatrix} (1 + cy) \sin(cx) \\ (1 + cy) \cos(cx) - 1 \end{pmatrix} \frac{1}{c}.
\]

Inserting this into (7) and (8), preferably using a symbolic software package, and collecting the trigonometric terms gives
\[
\ddot{\xi} = \sin(cx) \left[ \ddot{y} - c \dot{x}^2 (1 + cy) \right] + \\
\cos(cx) \left[ (1 + cy) \dddot{x} + 2c \dot{x} \dot{y} \right], \quad \text{(9)}
\]
\[
\ddot{\eta} = \cos(cx) \left[ \ddot{y} - c \dot{x}^2 (1 + cy) \right] - \\
\sin(cx) \left[ (1 + cy) \dddot{x} + 2c \dot{x} \dot{y} \right]. \quad \text{(10)}
\]
The movement of objects along the $y$ axis is small (about $\pm5$ [m]) compared to the typical road radius (typically above 100 [m]) which implies that $|cy| \ll 1$ and thus $1 + cy \approx 1$. Furthermore, (9) and (10) can jointly be expressed as a rotation, again using the rotational matrix $R$:

\[
\begin{pmatrix}
\frac{\ddot{x}}{\ddot{y}}
\end{pmatrix} = R(-cx) \begin{pmatrix} \ddot{x} + 2cx\dot{y} \\ \ddot{y} - cx^2 \end{pmatrix} \Leftrightarrow \\
\begin{pmatrix}
\frac{\ddot{x}}{\ddot{y}}
\end{pmatrix} = R(cx) \begin{pmatrix} \frac{\ddot{x}}{\ddot{y}} \\ -\frac{2cx\dot{y}}{c^2x^2} \end{pmatrix}
\]

(11)

However, $\ddot{x}$ and $\ddot{y}$ do not necessarily coincide with the longitudinal and lateral direction for the individual vehicles. That is why a rotation of the accelerations $\ddot{x}$ and $\ddot{y}$ with $\theta$ radians is needed, where $\theta$ is the heading angle of the vehicle relative to the road, as explained in Section 2.2. The Cartesian accelerations $\ddot{x}$ and $\ddot{y}$ also need to be rotated for the same reason, since the acceleration limitations are expressed in the vehicle reference frame. These needs to be rotated, first with $cx$ radians to be align with the road, $cx$ being the angle between the $x$ axis and the $\xi$ axis, and then with an additional $\theta$ radians to become aligned with the vehicle. The following variables are introduced:

\[
\begin{pmatrix}
a_{\text{long}} \\ a_{\text{lat}}
\end{pmatrix} = R(\theta) \begin{pmatrix} \ddot{x} \\ \ddot{y} \end{pmatrix}
\]

(12)

\[
\begin{pmatrix}
a'_{\text{long}} \\ a'_{\text{lat}}
\end{pmatrix} = R(\theta + cx) \begin{pmatrix} \ddot{a}_{\xi} \\ \ddot{a}_{\eta} \end{pmatrix}
\]

(13)

where “long” and “lat” refer to the longitudinal and lateral direction of vehicle modelled. To explain the notation, $a_{\text{long}}$ and $a_{\text{lat}}$ are accelerations in the curved coordinate system and $a'_{\text{long}}$ and $a'_{\text{lat}}$ are the corresponding accelerations in a fixed Cartesian coordinate system, where Newton’s laws of motion can be applied. Multiplying (11) with $R(\theta)$ immediately gives

\[
\begin{pmatrix}
a_{\text{long}} \\ a_{\text{lat}}
\end{pmatrix} = \begin{pmatrix} a'_{\text{long}} \\ a'_{\text{lat}} \end{pmatrix} + R(\theta) \begin{pmatrix} -\frac{2cx\dot{y}}{c^2x^2} \\ \frac{\ddot{a}_{\xi}}{c^2x^2} \end{pmatrix}
\]

(14)

and by introducing the variables

\[
\begin{pmatrix}
a_{\text{long,off}} \\ a_{\text{lat,off}}
\end{pmatrix} = R(\theta) \begin{pmatrix} -\frac{2cx\dot{y}}{c^2x^2} \\ \frac{\ddot{a}_{\xi}}{c^2x^2} \end{pmatrix}
\]

(15)

(14) can be rewritten as

\[
\begin{cases}
a_{\text{long}} = a'_{\text{long}} + a_{\text{long,off}} \\
a_{\text{lat}} = a'_{\text{lat}} + a_{\text{lat,off}}
\end{cases}
\]

(16)

The subscript “off” suggests that these act as an offset on the accelerations to compensate for the fact that the coordinate system is non-Cartesian. Using $\ddot{x} = v \cos \theta$ and $\ddot{y} = v \sin \theta$ the acceleration offsets can be computed by evaluating (15):

\[
a_{\text{long,off}} = -\cos^2 \theta \sin \theta cv^2
\]

(17)

\[
a_{\text{lat,off}} = (\cos^3 \theta - 2 \cos \theta \sin^2 \theta) cv^2
\]

(18)
To illustrate these offsets, consider a special case where a vehicle drives along a curve and stays at a constant lateral position in relation to the lane. In this case \(\dot{y} = \theta = 0\) and thus \(a_{\text{long,off}} = 0\) and \(a_{\text{lat,off}} = cv^2\). \(cv^2\) acts as an acceleration offset in the lateral direction, exactly describing the phenomenon in the example mentioned earlier, i.e., when negotiating a curve, a certain amount of the available friction force in one direction is already used to stay in the lane, thus reducing the remaining room for maneuverability in the same direction. According to typical guidelines for road construction (Vägverket, 1994), a 90 km/h road has a minimum radius of 550 metres which gives \(a_{\text{off}} = 1.25 \text{ m/s}^2\). A road of 50 km/h has a minimum radius of 140 metres, which gives \(a_{\text{off}} = 1.38 \text{ m/s}^2\). Thus, under good road conditions, the offset can be up to about 15% of the lateral acceleration available, which indicates that this effect should not be neglected.

The minimum turning radius is also affected by the fact that the coordinates are curved. A similar offset for the turning rate is thus introduced:

\[
\dot{\theta} = \dot{\theta}' + \dot{\theta}_{\text{off}}
\]

(19)

where \(\dot{\theta}\) is the turning rate in the curved coordinates \(\dot{\theta}'\) is the turn rate in the fixed Cartesian coordinates. First define

\[
\begin{bmatrix} v' \\ \end{bmatrix} = \begin{bmatrix} \xi \\ \eta \end{bmatrix} \quad \text{and} \quad v' = |v'|
\]

(20)

The following well-known relationships between turn rate and acceleration under circular motion in the two reference frames are used:

\[
a_{\text{lat}} = v\dot{\theta} \quad \text{and} \quad a'_{\text{lat}} = v'\dot{\theta}'
\]

(21)

Note that \(a'_{\text{lat}}\) can be computed from \(a_{\text{lat}}\) using (16). In order to find \(v'\) the Jacobian is evaluated:

\[
J_{\xi,\eta} = \begin{pmatrix} \frac{\partial \xi}{\partial \xi} & \frac{\partial \xi}{\partial \eta} \\ \frac{\partial \eta}{\partial \xi} & \frac{\partial \eta}{\partial \eta} \end{pmatrix} = \begin{pmatrix} (1 + cy) \cos(cx) & \sin(cx) \\ -(1 + cy) \sin(cx) & \cos(cx) \end{pmatrix}
\]

(22)

Again using \(1 + cy \approx 1\), it is noted that \(J_{\xi,\eta} \approx R(-cx)\). Thus, the following relationship holds:

\[
v' = J_{\xi,\eta}v \approx R(-cx)v \Rightarrow v = |v| \approx |v'| = v'.
\]

(23)

Using this, and inserting (21) into (19) gives

\[
a_{\text{lat}}/v = a'_{\text{lat}}/v + \dot{\theta}_{\text{off}},
\]

(24)

and thus, from the definition of \(a_{\text{lat,off}}\)

\[
\dot{\theta}_{\text{off}} = (a_{\text{lat}} - a'_{\text{lat}})/v = a_{\text{lat,off}}/v.
\]

(25)

The model can then be modified by adding \(a_{\text{long,off}}\) to the longitudinal dynamics and \(a_{\text{lat,off}}\)
and \( \dot{\theta}_{\text{off}} \) to the lateral dynamics, replacing (1c) and (1d) with:

\[
\dot{v} = \begin{cases} 
    u_1 a_f + a_{\text{long,off}} & \text{if } v \leq v_{\text{long}} \\
    u_1 \frac{k/v + a_f}{2} + \frac{k/v - a_f}{2} + a_{\text{long,off}} & \text{if } v > v_{\text{long}} 
\end{cases}
\]

(26)

\[
\dot{\theta} = \begin{cases} 
    v \sin(\phi_{\text{max}} u_2)/L + \dot{\theta}_{\text{off}} & \text{if } v \leq v_{\text{lat}} \\
    (a_f u_2 + a_{\text{lat,off}})/v & \text{if } v > v_{\text{lat}} 
\end{cases}
\]

(27)

To demonstrate how these modifications affect the model, consider the example in Figure 5. A vehicle approaches an obstacle at high velocity and has to swerve right in order to avoid it. When the road is straight, this is possible, but if the same scenario takes place on a road that bends to the right, the lateral friction force available is not sufficient.

3 Threat assessment

In this section, “host vehicle” refers to the vehicle equipped with the potential safety system, i.e., the vehicle that is warned of potential danger. The host vehicle is modelled as a deterministic object, not in the stochastic framework. The reason for this is that even though the future actions of the host vehicle are not known, the threat of the current trajectory can be computed. The driver of the host vehicle can then, for example, be informed if he or she needs to act or not in order to avoid a collision.

As was discussed earlier, drivers most often try to avoid collisions, a fact which is not considered by Broadhurst et al. (2005). Trying to incorporate this, we will create a mix of two distributions. One where other vehicles try to avoid the host vehicle, and one where they do not see or consider the host vehicle. These distributions are then weighted based on the visibility relation between the host vehicle and the objects. We start by

\textbf{Figure 5:} A vehicle approaches an obstacle at a high velocity. In the top scenario, the vehicle can barely pass the obstacle. The lower scenario has no conflict-free solution since the lateral friction force available is not sufficient to avoid the obstacle.
computing the posterior distribution of $U$, given that there are no collisions during $I_t$. Mathematically, a collision-free event is expressed as the complement $C^c$, where $C$ is the event of a collision. The posterior distribution of $U$ can then be computed using Bayes theorem:

$$P(U|C^c) = \frac{P(C^c|U)\pi(U)}{\int_{X_M} P(C^c|U)\pi(U)dU}$$

where $X_M$ is the set of physically allowed steering inputs, $P(C|U) \in \{0, 1\}$ is the probability of collision given a steering input, and $\pi(U)$ is the prior distribution of $U$, which was explained in Section 2.3.

In order to compute the final distribution of $U$, a certain risk that other objects might disregard or not see the host vehicle will be included. The following events are defined:

- $C_A = $ collision between any objects, including the host vehicle, and
- $C_B = $ collision between any objects, excluding the host vehicle.

A new, merged distribution for $U$ is then defined as:

$$P(U) = w_A P(U|C^c_A) + w_B P(U|C^c_B).$$

The weights are chosen based on the visibility calculations in Section 2.4 in order to capture the fact that the probability of the host vehicle being disregarded or not seen by another vehicle depends on their relative positions and orientations.

We propose the following weights, where $k$ is the object index of the host vehicle

$$w_A = \min_j \{\hat{V}_{kj} : j \neq k\}$$

and then $w_B$ is chosen such that $w_A + w_B = 1$. This makes sense, since $w_A$ is then the minimum visibility of the host vehicle by other objects, i.e., it represents the worst case of how little the host vehicle is regarded or how little it is seen by others.

Whether a situation is judged to be dangerous or not, depends on how much of the probability mass of $U$ is conflict-free. This will be determined by forming a set $U_\alpha \subset X_M$ which is defined to be the most likely set of control inputs with probability mass $\alpha$. Mathematically, it is obtained by first defining $U(\delta) = \{U \in X_M : P(U) > \delta\}$, and then $\delta_\alpha = \sup \{\delta \in \mathbb{R}^+ : P(U(\delta)) > \alpha\}$. This means that $U_\alpha = U(\delta_\alpha) = \{U \in X_M : P(U) > \delta_\alpha\}$ has $P(U_\alpha) \geq \alpha$, but depending on the behaviour of the distribution, we often actually have $P(U_\alpha) = \alpha$. Furthermore, we are guaranteed that $U_\alpha$ does not have a lesser probability than $\alpha$. The set $U_\alpha$ is illustrated in Figure 6.

A final threat level of the host vehicle can then be computed as

$$P(C_B|U_\alpha) \in \{0, 1\}$$

by choosing $\alpha$ at an appropriate level, depending on how much probability mass to include. This can be interpreted as the amount of probability mass the host vehicle should avoid, i.e., using $\alpha = 99\%$ the probability of avoiding a collision is greater than $99\%$.

If a threat is detected, i.e., $P(C_B|U_\alpha) = 1$, time to collision can be computed and used as a warning level for taking countermeasures or alerting the driver.
4 Implementation

4.1 Collision detection and time discretisation

This section deals with the computation of $P(C|\mathcal{U})$ in (28) or (31), i.e., given a combination of control inputs $\mathcal{U}$, compute whether or not it will result in a collision. The first step is to insert the time variable $t$ using the marginalisation formula:

$$P(C|\mathcal{U}) = \int_{I_t} P(C|\mathcal{U}, t)P(t)dt,$$

(32)

where $P(t)$ is constant, since all times in $I_t$ will appear with equal probability. However, computing $P(C|\mathcal{U}, t)$ for a continuous time variable $t$ is difficult, thus discretisation of the time variable is needed. First, define a sampling time $T_s$ and a time interval $I_s(n) = [nT_s, (n+1)T_s]$, then (32) can be rewritten as

$$P(C|\mathcal{U}) = \sum_n \int_{I_s(n)} P(C|\mathcal{U}, t)P(t)dt,$$

(33)

where the sampling time $T_s$ is chosen to be small enough so that the integral can be approximated as

$$\int_{I_s(n)} P(C|\mathcal{U}, t)dt \approx P(C|\mathcal{U}, t = nT_s).$$

(34)

The appropriate size of $T_s$ depends on the expected sizes and velocities of objects, if it is too large, there is a chance that objects can pass through each other and the detection of a collision is missed. In order to compute $P(C|\mathcal{U}, t = nT_s)$, the system is simulated, using the dynamic model in Section 2.2, to reach time $nT_s$. Then the polygon shape of all objects is computed and a polygon intersection algorithm is applied. If a non-empty intersection between any two polygons is detected, we have $P(C|\mathcal{U}, t = nT_s) = 1$.

Similarly, a time discretisation for the control input is defined, with sampling time $T_c$ and a corresponding time interval $I_c(k) = [kT_c, (k+1)T_c]$. The reason for discretising...
Figure 7: In this scenario two vehicles are moving from the left to the right, one approaches the other from behind with a higher velocity. The large, long rectangles are used to model road boundaries. This overtaking manoeuvre was found as the most likely path, i.e., \( \text{arg max}_{U \in X_M} P(U|C^c) \), among 1000 samples using iterative sampling with uniform sampling only.

The control input differently is that the frequency content of a typical driver input is much lower in comparison to the sampling frequency required to detect collisions. The discrete time trajectories of the dynamic model from Section 2.2 is computed using the Runge-Kutta method.

4.2 Monte Carlo sampling

In order to evaluate the integral (28), Monte Carlo sampling is used where \( N \) samples of the control input space \( X_M \) are generated. The prior probability discussed in Section 2.3 is then computed and the collision detection algorithm from Section 4.1 is applied for each sample. The result is a set of samples that represent the distribution of \( U \), which can then be used to compute the threat quantities.

We found that uniform sampling worked well, the main reason for this is a technique referred to as iterative sampling, discussed in Section 4.3, which makes the final sample density very high. It thus becomes unnecessary to emphasise special manoeuvres or sets of the control input space, which has to be done in the method proposed by Broadhurst et al. (2005). Figure 7 shows an example of an overtaking manoeuvre that was found as the most likely path, i.e., \( \text{arg max}_{U \in X_M} P(U|C^c) \), using uniform sampling only. Typically, without the iterative sampling process, 1000 samples would not be enough to find a single collision-free sample while the iterative process generates 600 to 700 samples.

Moreover, a Monte Carlo based threat assessment algorithm, such as the one proposed, would be an ideal complement to a Monte Carlo-based filter, i.e., the particle filter (Eidehall et al., 2005b, Gordon et al., 1993). In a particle filter, the distribution of the current positions of objects is already represented by samples. These samples could then be fed straight into the threat assessment algorithm, creating a seamless statistical connection between filtering and threat assessment.

4.3 Iterative sampling process

The straight forward approach to obtaining a set of conflict-free samples would first be to generate a random set of control inputs, secondly compute the trajectories of all objects using the dynamic model and finally apply the collision detection scheme proposed in Section 4.1. Here, we propose an iterative process which will increase the density of the

---

3 We use \( T_s = 0.1 \) [s] and \( T_c = 0.5 \) [s].
Let $\mathcal{X}_M$ be the set of physically allowed control inputs and let $\mathcal{X}_F^k$ be the set of inputs free from conflict at time step $k$, which refers to the time interval $I_c(k)$ as defined in Section 4.1. Formally,

$$\mathcal{X}_F^k = \{U \in \mathcal{X}_M : P(C|U, t \in I_c(k)) = 0\}. \tag{35}$$

The algorithm starts by generating a set $U^1 \in \mathcal{X}_M$ of $N$ control inputs for time step $k = 1$. Then, for $k = 1, 2, \ldots$ repeat the following steps:

1. Simulate the system during time interval $k$ using the control inputs $U^k$.
2. Compute

$$\tilde{U}^k = U^k \cap \mathcal{X}_F^k \Rightarrow |\tilde{U}^k| = N_k \leq N, \tag{36}$$

i.e., remove the control inputs that will generate a conflict in time interval $k$.

3. Now form $U^{k+1}$ by resampling $\tilde{U}^k$ such that $|U^{k+1}| = N$. We propose using a mixed distribution where new samples are drawn both from a uniform distribution, and from the prior distribution. The resampling is done using replacement which means that there will be multiple copies of some elements in $U^{k+1}$. Then, new random control inputs in $\mathcal{X}_M$ for time step $k + 1$ are generated and adjoined to the control inputs from $U^{k+1}$, so that even if some control inputs are repeated up to time step $k$, they are all different at time step $k + 1$.

The algorithm is terminated after step 2 when the final time step has been reached. An example of the difference between iterative and non-iterative sampling can be seen in Figure 8.

Figure 8: A set of conflict-free particles based on 500 initial samples obtained with (top) and without (bottom) iterative sampling. The iterative sampling algorithm generates much denser sample sets.

5 Results

The results are given as the output of the threat assessment algorithm for a number of simulated and real traffic scenarios. The algorithm currently runs on a standard desktop PC in
Figure 9: Revisiting the scenario in Figure 1, in these two simulations the host vehicle (black) moves from left to right in a straight line, and an oncoming vehicle (red) moves from the right to the left. In the top scenario, no danger is detected while in the bottom scenario, there is an obstacle that the oncoming vehicle has to avoid, and thus becomes a threat to the host vehicle. In the bottom scenario, a threat is detected. Time to collision is 1.4 seconds.

Figure 10: The host vehicle is driving extremely close to another vehicle, both moving from left to right in the image. The system recognises this as a dangerous situation, even though the vehicles have the same velocity and are thus not on a direct collision course. The reason for this is that there is a certain probability that the leading vehicle will brake. Expected time to collision is 2.8 seconds.

non-optimised Matlab code, and the threat level of a typical scenario using 1000 samples takes two to three seconds to compute. In optimised C code, increasing performance by a factor 100 to reach 30 - 50 Hz does seem realistic. In all these experiments, 1000 samples and a prediction horizon of 3 seconds was used.

5.1 Simulated data

Figure 9 is a scenario where an oncoming vehicle is forced into the lane of the host vehicle by an obstacle. Figure 10 shows that the algorithm correctly identifies a situation as dangerous where the host vehicle is tailgating another vehicle. The two vehicles are not on a direct collision course, but there is a certain probability that the host vehicle will brake. Figure 11 demonstrates a situation where the host vehicle drives next to a bicycle. The bicycle passes a parked vehicle which suddenly starts to reverse, and the bicycle has to swerve and thus becomes a threat to the host vehicle. Figure 12 demonstrates the effects of the visibility constraints. Two vehicles approach a narrow passage, and the threat depends on whether the host vehicle can be expected to be seen by the other vehicle.
Figure 11: In this simulation, a car (black) and a bicycle (red) travels from the left to the right. In the top scenario there is no threat, but in the lower, a vehicle is reversing and the bicycle has to swerve to avoid it, and thus becomes a threat to the host vehicle. In the bottom scenario, a threat is detected by the algorithm. Time to collision is 1.5 seconds.

Figure 12: This simulation demonstrates the properties of the visibility constraints. The host vehicle (black) and another vehicle (red) approaches a narrow passage, moving right in the images. In the top scenario, no threat is identified since the host vehicle can be seen by the other vehicle and is likely to adapt its behaviour to avoid a collision. The result is that the other vehicle stops or slows down to let the host vehicle pass first. In the bottom scenario there is a higher probability that the host vehicle is not seen by the other vehicle and that it will steer towards the host vehicle. Here, a threat is detected and the time to collision in this scenario is 1.6 seconds.
5.2 Real data

The system has been tested on recorded sensor data to evaluate the performance in authentic traffic situations. The data contains information about the host vehicle, such as velocity and yaw rate, positions of other objects obtained from a fused vision/radar system, and information about the road shape and road boundaries that is given by the vision system. The radar system is a standard 77 GHz unit mounted in the grille of the vehicle, typically used for adaptive cruise control application. The vision system is a black-and-white mono system mounted at the rear view mirror inside the windscreen. The data is filtered using an extended Kalman filter based on dynamic models of vehicles and the road (Zomotor and Franke, 1997). At present, only vehicles can be detected with the radar/vision sensor combination, i.e., no other type of obstacles which somewhat limits the variation in the types of scenarios that are assessed. All data is sampled at 10 Hz.

Another “problem” is that, although we are very thankful for it, the data does not contain any accidents. Instead, the idea is to get the threat assessment algorithm to identify threatening situations, for example situations where the host vehicle is driving close to a leading vehicle or is about to change lanes in the direction of a vehicle in the adjacent lane. A correct alarm is thus defined as an alarm that coincides with a traffic situation that might not be very dangerous, but still poses some sort of threat. An alarm that does not correspond to a threatening situation is defined as a false alarm.

Figure 13 shows an example of a five minute sequence from the data set, where three threatening situations have been identified. A video clip of one of them is shown in Figure 15, a situation where the host vehicle approaches a leading vehicle at a high relative velocity. The stochastic nature of the Monte Carlo based algorithm becomes evident here. The threat value clearly has an increasing trend as the traffic scene evolves, but there is a large variance in the threat values. In fact, when applying the threat algorithm to the same scenario several times, the output threat level will vary slightly. The reason for this is the limited number of samples that are used. An example where more samples have been added is shown in Figure 14. For 10000 samples, the stochastic behaviour is significantly reduced, but of course, the computational cost is much higher; it increases linearly with the number of samples. In a real application however, these problems can be reduced by the fact that the system will have access to the threat levels from subsequent time steps. Thus, time averaging can be used to reduce noise.

For long-term performance evaluation, the algorithm has been run on a recorded data set of 4.5 hours from dense German autobahn traffic. A prediction horizon of three seconds and a sample set of 1000 samples was used. The number of alarms is shown in the first column in Table 1. The first and second row states the total number of correct and false alarms. The quantities $T_{\text{correct}}$ and $T_{\text{false}}$, the average times between correct and false alarms, are presented on the last two rows. However, many of these alarms have a relatively high time-to-collision (TTC) value, and thus does not pose a very high threat. If, for example, only alarms with TTC lower than two seconds are considered, the number of alarms will be significantly reduced, see column two of Table 1.

A limitation in this study is that there is not a lot of variation in the data set since all was taken from motorway traffic. A result of this is that all the alarms that were given can be put into three different categories:

1. The host vehicle approaches a leading vehicle at high velocity.
**Figure 13:** An example of a five minute data sequence. The top plot shows the threat levels for the entire time interval and the two bottom plots shows the detailed behaviour for two interesting time intervals.

**Figure 14:** The two sequences from Figure 13, here run with 10000 samples. The stochastic behaviour is significantly reduced, but of course, at increased computational cost.

**Figure 15:** A video clip at about time 235 [s] from the data set in Figure 13. The host vehicle is approaching a leading vehicle as it is about to overtake it.
<table>
<thead>
<tr>
<th>TTC threshold [s]</th>
<th>3.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct alarms</td>
<td>156</td>
<td>67</td>
</tr>
<tr>
<td>False alarms</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>$T_{\text{correct}}$ [minutes]</td>
<td>1.70</td>
<td>3.96</td>
</tr>
<tr>
<td>$T_{\text{false}}$ [hours]</td>
<td>0.29</td>
<td>4.42</td>
</tr>
</tbody>
</table>

Table 1: Long term performance.

2. The host vehicle drives close to a leading vehicle, at about the same speed.

3. The host vehicle drifts out of its lane in the direction of a vehicle in the adjacent lane.

The false alarms are typically caused by vehicles in adjacent lanes. Their future positions are represented by a stochastic distribution, and sometimes this distribution is a bit too spread out in the lateral direction. It is interesting to note that the already existing automotive safety functions Forward Collision Warning (NHTSA, 2000) and Emergency Lane Assist (Eidehall et al., 2005a) appear as special cases within this framework. These correspond to categories 1 and 3 above.

However, the reader is reminded that this article does not suggest a new collision warning system, it merely demonstrates that the statistical framework that has been derived can be used to distinguish between threatening and non-threatening situations in some respect. In a real life application, one alarm every four minutes during normal driving is probably not acceptable.

6 Conclusions

A general threat assessment algorithm is proposed that is able to incorporate many future hypothesis by regarding the control inputs of other vehicles as stochastic variables. Monte Carlo sampling is then used in order to compute a threat level. A method for creating dense sample sets without increasing computational load is also presented. For example, a result of this is that it becomes unnecessary to include domain specific knowledge, such as emphasising specific manoeuvres or sets of manoeuvres for vehicles when sampling.

The algorithm was tested on both simulated data and on authentic sensor data, and successfully distinguishes between threatening and non-threatening road scenes.

It was also noted that already existing automotive safety functions such as Forward Collision Warning and Emergency Lane Assist emerge as special cases within the general framework. However, again the authors would like to stress that this article does not suggest a new collision warning system, it only demonstrates that the algorithm can be used to distinguish between threatening and non-threatening situations.

One aspect that needs further investigation is the distribution of samples. The iterative sampling process iteratively removes samples with conflicts and replaces them with copies of the conflict-free ones. Occasionally a few of the initial samples are over-represented in the final distribution. This means that even though the number of samples
in the final distribution is high, many of the samples are based on the same “parents” and thus the statistical variation can be somewhat limited. This is one of the sources of the stochastic noise in the threat level. How it is possible to reduce these problems and to create better variation in the final distributions is an interesting topic for further investigations. There are also many other possible future research topics. For example evaluating the algorithm on data with varying road and weather conditions. For instance, it would also be interesting to include “soft” obstacles to model lane markings. Another interesting topic would be to investigate if the visibility map could be improved using studies of driver behaviour.
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Abstract

This paper deals with the problem of estimating the vehicle surroundings (lane geometry and the position of other vehicles), which is needed for intelligent automotive systems, such as adaptive cruise control, collision avoidance and lane guidance. This results in a nonlinear estimation problem. For automotive tracking systems, these problems are traditionally handled using the extended Kalman filter. In this paper we describe the application of the marginalised particle filter to this problem. Studies using both synthetic and authentic data shows that the marginalised particle filter can in fact give better performance than the extended Kalman filter. However, the computational load is higher.
1 Introduction

Future intelligent automotive systems such as adaptive cruise control, collision avoidance and lane guidance will require detailed knowledge of the vehicle surroundings. In this paper, vehicle surroundings will refer to lane geometry and other vehicles. Typically, lane information is obtained from a vision system and other vehicles are detected using a radar.

The importance of integrating data from object tracking and road geometry tracking has quite recently been recognised (NHTSA, 2000, Eidehall and Gustafsson, 2004, Del-laert and Thorpe, 1997, Zomotor and Franke, 1997). The main idea is to try to improve the road geometry estimate by studying the motion of other vehicles and vice versa. For example, if a couple of tracked vehicles suddenly all start moving to the right, one of two things can have happened. The first is that they all started a lane change manoeuvre and the road remains straight. The other is that we are entering a curve and the vehicles are still following the centre of their lanes. These possibilities can be treated within a Bayesian framework, together with the information from the lane tracker, to build a new estimator. In order to do this we need to use a nonlinear measurement equation based on the road geometry.

The most common approach to state estimation for nonlinear problems in general, and for this application in particular, is the Extended Kalman Filter (EKF). The EKF generally gives good performance for lane tracking and not much effort has been spent on studying other alternatives. In this work, we investigate and compare the performance of the EKF to the potentially more accurate particle filter (Doucet et al., 2001a, 2000). In particular, we will study the Marginalised Particle Filter (MPF) (Doucet et al., 2000, 2001b, Schön et al., 2004). The MPF is a subtle combination of the Kalman filter and the particle filter. It can be used for nonlinear estimation problems with a conditionally linear substructure, where the conditionally linear states are estimated using Kalman filters and the nonlinear states are estimated using the particle filter. There are two advantages with MPF compared to the standard particle filter. First, for the linear states, the Kalman filter provides the optimal solution. Second, the dimensionality problem associated with the standard particle filter is reduced, since the dimension of the state variables estimated using the standard particle filter is reduced using marginalization.

Several geometric models for combined road prediction and target tracking exists. We will use a model which assumes a road consisting of circle segments, not the traditionally used clothoid approximation. It has been shown that this model can give better tracking performance (Eidehall and Gustafsson, 2004). This model is presented in Section 2. In order to solve the problem at hand, nonlinear estimation theory is needed. Hence, Section 3 is devoted to this and in particular the two algorithms EKF and MPF are discussed. These algorithms are then evaluated in Section 4. Finally, the conclusions are given in Section 5.

2 The combined lane tracking and object model

The difference between tracking in automotive applications and tracking in other applications, such as air traffic control or naval tracking, is that in automotive tracking it can be assumed that the motion of the tracked objects, with a certain probability, is constrained
Figure 1: The coordinate systems used in deriving the dynamic motion model. Here, 
\((x, y)\) denotes the position in a curved coordinate system, which is attached to and follows the road. Furthermore, \((\tilde{x}, \tilde{y})\) denotes the position in a coordinate system, which is attached to the moving host vehicle.

to the road. In order to be able to use and benefit from this fact, this section presents an appropriate dynamic model. The key idea, upon which this model is based, is the use of a curved coordinate system which is attached to and follows the road.

2.1 Dynamic motion model

The coordinates \(x\) and \(y\) denotes the position in the curved coordinate system, which is attached to the road according to Figure 1. In these coordinates, the motion model for the other vehicles can be greatly simplified. For example, it allows us to use the equation \(\dot{y} = 0\), which simply means that it is assumed that the other vehicles will follow their own lanes. In the longitudinal direction we will use \(\ddot{x} = -a \cos \Psi_{rel}\), where \(a\) is the measured acceleration of the host vehicle and \(\Psi_{rel}\) is the angle between the host vehicle and the lane. Hence, we have the following motion model:

\[
\begin{align*}
\dot{x}^i &= v^i, \\
\dot{v}^i &= -a \cos \Psi_{rel}, \\
\dot{y}^i &= 0,
\end{align*}
\]

where \(v^i\) is the longitudinal velocity of object \(i\), i.e., the time derivative of \(x^i\). Furthermore, \(\Psi_{abs}\) is the angle between the vehicle and some fix reference. We can obtain a
relationship between the $\Psi_{rel}$ and $\Psi_{abs}$ by differentiating $\Psi_{rel}$ w.r.t. time,

$$
\Psi_{rel} = \Psi_{abs} + \gamma \quad \Rightarrow
$$

$$
\dot{\Psi}_{rel} = \dot{\Psi}_{abs} + \dot{\gamma} = \dot{\Psi}_{abs} + \frac{v}{r} = \dot{\Psi}_{abs} + c_0 v,
$$

(2b)

where $r$ is the current road radius, $v$ the velocity and $\gamma$ denotes the angle between the lane and some fixed reference. $\dot{\Psi}_{abs}$ can typically be measured with a yaw rate sensor. We also have

$$
\dot{y}_{off} = \sin(\Psi_{rel}) v \approx \Psi_{rel} v.
$$

(3)

Using $\dot{W} = 0$ and $\dot{c}_1 = 0$, the continuous-time motion equations for the host vehicle states can be written

$$
\dot{W} = 0,
$$

(4a)

$$
\dot{y}_{off} = v \Psi_{rel},
$$

(4b)

$$
\dot{\Psi}_{rel} = v c_0 + \dot{\Psi}_{abs},
$$

(4c)

$$
\dot{c}_0 = vc_1,
$$

(4d)

$$
\dot{c}_1 = 0.
$$

(4e)

The discrete-time dynamics is then given by assuming piecewise constant input signals, $[a, \dot{\Psi}_{abs}]$ (Rugh, 1996). Furthermore, adding stochastic process noise, the discrete-time motion equations for the objects become

$$
x_{t+1}^i = x_t^i + T_s v_t^i - a_t \cos \Psi_{rel,t} T_s^2 / 2 + w_{1,t}^i,
$$

(5a)

$$
v_{t+1}^i = v_t^i - a_t \cos \Psi_{rel,t} T_s + w_{2,t}^i,
$$

(5b)

$$
y_{t+1}^i = y_t^i + w_{3,t}^i,
$$

(5c)

and for the host vehicle

$$
W_{t+1} = W_t + w_{4,t},
$$

(6a)

$$
y_{off,t+1} = y_{off,t} + v T_s \Psi_{rel,t} + v^2 T_s c_{0,t} / 2 + v^3 T_s^3 c_{1,t} / 6 + v T_s^2 \dot{\Psi}_{abs,t} / 2 + w_{5,t},
$$

(6b)

$$
\Psi_{rel,t+1} = \Psi_{rel,t} + v T_s c_{0,t} + v^2 T_s^2 c_{1,t} / 2 + T_s \dot{\Psi}_{abs,t} + w_{6,t},
$$

(6c)

$$
c_{0,t+1} = c_{0,t} + v T_s c_{1,t} + w_{7,t},
$$

(6d)

$$
c_{1,t+1} = c_{1,t} + w_{8,t}.
$$

(6e)

The variables $\{w_{i,t}\}_{i=1}^8$ are white, zero-mean Gaussian process noise, with covariance matrices $Q_{host}$ and $Q_{obj}$ for the host and object states, respectively.

### 2.2 Measurement model

The measurements for the host vehicle, which are obtained from a vision system, are $\Psi_{rel}^m$, $c_0^m$, $L^m$ and $R^m$, where the two latter are the distances to the left and right lane
marking, see Figure 1. Superscript \( m \) denotes measured quantities. For the other vehicles we use a fused radar and vision system which measures the position, \( \tilde{x}^m \) and \( \tilde{y}^m \), which is expressed in the Cartesian coordinate system attached to the vehicle. These relate to the states as

\[
L^m_t = W_t/2 - y_{\text{off},t} + e_{1,t}, \quad (7a)
\]

\[
R^m_t = -W_t/2 - y_{\text{off},t} + e_{2,t}, \quad (7b)
\]

\[
\Psi_{\text{rel},t} = \Psi_{\text{rel},t} + e_{3,t}, \quad (7c)
\]

\[
e_0^m_t = c_0_t + e_{4,t}, \quad (7d)
\]

\[
\begin{bmatrix}
\tilde{x}^i,m_t \\
\tilde{y}^i,m_t
\end{bmatrix} = T(x^i_t, y^i_t) + \begin{bmatrix} e_{5,t} \\ e_{6,t} \end{bmatrix}^i, \quad (7e)
\]

where the variables \( \{ e_{i,t} \}_{i=1}^6 \) denote white, zero-mean Gaussian measurement noise with covariance matrices \( R_{\text{host}} \) and \( R_{\text{obj}} \) for the host and object states, respectively. \( T \) is the geometric transformation from the \((x, y)\) coordinates to the \((\tilde{x}, \tilde{y})\) coordinates and \( i \) is used to index the tracked objects. This transformation is given by Eidehall and Gustafsson (2004)

\[
T(x, y) = R(\Psi_{\text{rel}}) \begin{bmatrix} (1 + c_0 y) \sin(c_0 x) \\ (1 + c_0 y) \cos(c_0 x) - 1 - c_0 y_{\text{off}} \end{bmatrix} \frac{1}{c_0},
\]

where \( R(\Psi_{\text{rel}}) \) is the rotation matrix

\[
R(\Psi_{\text{rel}}) = \begin{bmatrix} \cos(\Psi_{\text{rel}}) & \sin(\Psi_{\text{rel}}) \\ -\sin(\Psi_{\text{rel}}) & \cos(\Psi_{\text{rel}}) \end{bmatrix}. \quad (8)
\]

### 3 Nonlinear estimation

According the previous section, the state-space model used in this application is nonlinear. Hence, we have to handle the problem of recursively estimating the state variable in a nonlinear state-space model,

\[
x_{t+1} = f(x_t, u_t) + w_t, \quad (9a)
\]

\[
y_t = h(x_t) + e_t, \quad (9b)
\]

where \( x_t \) denotes the state variable, \( u_t \) the input signal, \( w_t \) the process noise, \( y_t \) the measurements and \( e_t \) the measurement noise. The solution to this problem has been known for quite some time and it can be shown to be (Jazwinski, 1970)

\[
p(x_t|Y_t) = \frac{p(y_t|x_t)p(x_t|Y_{t-1})}{p(y_t|Y_{t-1})}, \quad (10a)
\]

\[
p(x_{t+1}|Y_t) = \int p(x_{t+1}|x_t)p(x_t|Y_t)dx_t, \quad (10b)
\]

where \( Y_t = \{ y_i \}_{i=0}^t \). Using the probability density function \( p(x_t|Y_t) \), any state estimate can be formed, e.g. the commonly used least-mean-squares estimator \( E(x_t|Y_t) = \)
\[ \int x_t p(x_t | Y_t) dx_t. \] However, the problem is that the multi-dimensional integrals in (10) only permit a closed form solution in rather restrictive special cases. The most commonly used special case corresponds to that \( f \) and \( h \) in (9) are given by linear functions and \( w_t \) and \( e_t \) are independent Gaussian noise sequences. In this case (10) will reduce to the standard Kalman filter (Kalman, 1960).

In the general case when there does not exist any closed form solution to (10) two different alternatives are discussed in the literature:

1. The nonlinear model (9) is approximated using a linear model, with Gaussian noise. The Kalman filter is then applied to this linearised model. This solution is referred to as the extended Kalman filter.

2. The optimal solution (10) is approximated using numerical methods, such as the particle filter.

Conceptually the second alternative provides the better solution. The reason is that it provides an approximation of the optimal solution to the original problem, rather than an optimal solution to an approximated problem. There is actually a third category of algorithms, which provides suboptimal estimates using multiple models and grid-based approximations.

The particle filter was first introduced by Gordon et al. (1993). For a thorough introduction to the standard particle filter the reader is referred to Doucet et al. (2001a) or Doucet et al. (2000). The particle filter is quite simple to implement and it is given in Algorithm 2 if steps 4a and 4c are neglected. If the model structure contains a conditionally linear substructure this can be utilised by the marginalised particle filter, which is discussed in Section 3.2. Even though the (marginalised) particle filter provides an alternative which is conceptually superior to the EKF it should be kept in mind that the computational complexity of the particle filter can be quite substantial (Karlsson et al., 2004). Furthermore, the quality delivered using the EKF is often sufficient. Still, it is interesting to solve the problem at hand using the (marginalised) particle filter, since it provides an alternative algorithm for solving the same problem. Furthermore, if more advanced measurement equations, such as the ones resulting from map information fusion, are considered the (marginalised) particle filter might be the only option. The reason is that these measurement equations simply cannot be handled within the Kalman filtering framework. However, within the particle filter framework the use of these highly nonlinear measurement equations is rather straightforward. The navigation problem for fighter aircraft, using terrain elevation maps, has been posed and solved using the marginalised particle filter (Bergman et al., 1999, Nordlund, 2002, Schön et al., 2004).

In the subsequent sections it is explained how the EKF and the marginalised particle filter can be applied to the automotive tracking problem studied in this paper, using the model described in Section 2.

### 3.1 The Extended Kalman Filter

The extended Kalman filter has a long tradition in automotive applications. For details on the Kalman Filter and the extended Kalman filter, readers are referred to the literature (Gustafsson, 2000, Kailath et al., 2000, Kalman, 1960, Kay, 1998). We will use a one-step
ahead predictor based on the EKF. The equations are given below.

\[
\hat{x}_{t+1|t} = A\hat{x}_{t|t-1} + B u_t + AK_t (y_t - h(\hat{x}_{t|t-1})) ,
\]

(11a)

where the Kalman gain matrix \(K_t\) is given by,

\[
C_t = \frac{\partial h}{\partial x} \bigg|_{x=\hat{x}_{t|t-1}}
\]

(11b)

\[
K_t = P_{t|t-1}C_t^T (C_tP_{t|t-1}C_t^T + R)^{-1},
\]

(11c)

\[
P_{t+1|t} = AP_{t|t-1}A^T + Q - AK_tC_tP_{t|t-1}A^T
\]

(11d)

Here, \(Q\) and \(R\) are the combined process and measurement noise covariance, i.e.,

\[
Q = \begin{bmatrix} Q_{host} & 0 \\ 0 & I_M \oplus Q_{obj} \end{bmatrix}, \quad R = \begin{bmatrix} R_{host} & 0 \\ 0 & I_M \oplus R_{obj} \end{bmatrix},
\]

were \(M\) is the number of objects currently being tracked, \(I_M\) is an identity matrix of size \(M\) and \(\oplus\) is the Kronecker product. It is worth mentioning that in the state update (11a) a data association algorithm is used. The reader is referred to e.g. Blackman (1986) for details regarding this matter.

### 3.2 The Marginalised Particle Filter

Let the state vector be partitioned according to

\[
x_t = \begin{bmatrix} x^l_t \\ x^n_t \end{bmatrix},
\]

(12)

where \(x^l_t\) denotes the state variables with conditionally linear dynamics and \(x^n_t\) denotes the state variables with nonlinear dynamics. Using this partitioning the dynamic model derived in Section 2 can be written on the following form

\[
x^n_{t+1} = A^n_n x^n_t + A^n_l x^l_t + B^n_l(x^n_t)u_t + w^n_t,
\]

(13a)

\[
x^l_{t+1} = A^l_n x^n_t + A^l_l x^l_t + B^l_l(x^n_t)u_t + w^l_t,
\]

(13b)

\[
y_t = g(x^n_t) + C(x^n_t)x^l_t + e_t,
\]

(13c)

where \(w^n_t \sim \mathcal{N}(0, Q^n)\), \(w^l_t \sim \mathcal{N}(0, Q^l)\), \(e_t \sim \mathcal{N}(0, R)\), and \(w^n_t\) is independent of \(w^l_t\). The extension to the case where \(w^n_t\) and \(w^l_t\) are dependent is straightforward. The linear state variables can be marginalised out and estimated using the optimal Kalman filter, whereas the nonlinear state variables are estimated using the particle filter. This technique is sometimes referred to as Rao-Blackwellization (Casella and Robert, 1996). The resulting algorithm will be referred to as the marginalised particle filter and it is thoroughly explained by e.g. Doucet et al. (2000), Doucet et al. (2001b) or Schön et al. (2004). It is well-known that the quality of the estimates will improve or remain unchanged when the MPF is used instead of the standard particle filter (Doucet et al., 2001b). Furthermore, in some cases the computational complexity can be decreased using the MPF (Karlsson et al., 2004).
Applying the marginalised particle filter to (13) results in Algorithm 2. A detailed derivation and discussion of this algorithm is provided by Schön et al. (2004).

**ALGORITHM 2 (The marginalised particle filter).**

1. Initialisation: For \( i = 1, \ldots, N \), initialise the particles, \( x_{0|0}^{n,(i)} \sim p(x_{0}^{n}) \) and set \( \{x_{0|0}^{l,(i)}, P_{0|0}^{(i)}\} = \{\bar{x}_0, \bar{P}_0\} \).

2. For \( i = 1, \ldots, N \), evaluate the importance weights \( q_{t}^{(i)} = p(y_{t} | X_{t}^{n,(i)}, Y_{t-1}) \) and normalise \( \tilde{q}_{t}^{(i)} = q_{t}^{(i)} / \sum_{j=1}^{N} q_{t}^{(j)} \).

3. Particle filter measurement update (resampling): Resample \( N \) particles with replacement, \( \Pr(x_{t|t}^{n,(i)} = x_{t|0}^{n,(j)}) = \tilde{q}_{t}^{(j)} \).

4. Particle filter time update and Kalman filter:
   - (a) Kalman filter measurement update,
     \[
     \begin{align*}
     \hat{x}_{t|t}^{l} &= \hat{x}_{t|t-1}^{l} + K_t(y_t - g_t(x_t^{n})); \\
     P_{t|t} &= P_{t|t-1} - K_t M_t K_t^T; \\
     M_t &= C_t P_{t|t-1} C_t^T + R_t; \\
     K_t &= P_{t|t-1} C_t^T M_t^{-1}.
     \end{align*}
     \]
     (14a) \hspace{1cm} (14b) \hspace{1cm} (14c)
   - (b) Particle filter time update (prediction): For \( i = 1, \ldots, N \), predict new particles,
     \[
     x_{t+1|t}^{n,(i)} \sim p(x_{t+1|t}^{n}|X_{t}^{n,(i)}, Y_{t}).
     \]
   - (c) Kalman filter time update
     \[
     \begin{align*}
     \hat{x}_{t+1|t}^{l} &= A_l^{l} \hat{x}_{t|t}^{l} + A_n^{l} x_t^{n} + B_l^{l}(x_t^{n}) u_t \\
     &+ L_t(z_t - A_n^{l} \hat{x}_t^{l}), \\
     P_{t+1|t} &= A_l^{l} P_{t|t} (A_l^{l})^T + Q_l^{l} - L_t N_t L_t^T, \\
     N_t &= A_l^{n} P_{t|t} (A_l^{n})^T + Q_n^{l}, \\
     L_t &= A_l^{l} P_{t|t} (A_l^{n})^T N_t^{-1},
     \end{align*}
     \]
     (15a) \hspace{1cm} (15b) \hspace{1cm} (15c) \hspace{1cm} (15d)
   where \( z_t = x_{t+1}^{n} - A_n^{n} x_t^{n} - B_n^{n}(x_t^{n}) u_t \).
Table 1: The total number of states and the number of nonlinear states for $M$ objects.

<table>
<thead>
<tr>
<th></th>
<th>$M$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>$3M + 5$</td>
<td>8</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>$M + 2$</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

5. Set $t := t + 1$ and iterate from step 2.

In order to be able to use Algorithm 2 we need to identify the structure (13) from the dynamic model (5) – (7). Here, $x^n_t$ and $x^l_t$ consist of the following states:

$$x^n_t = [\Psi_{rel,t} \ c_{0,t} \ x^1_t \ldots x^M_t]^T$$
$$x^l_t = [W_t \ y_{off,t} \ c_{1,t} \ v^1_t \ y^1_t \ldots v^M_t \ y^M_t]^T$$

were $M$ denotes the number of tracked objects. Table 1 summaries the number of states for different numbers of tracked objects. It can be seen that the motion dynamics (5) and (6) fit the MPF structure (13) if we, for a single object, write

$$x^n_{t+1} = \begin{bmatrix} 1 & vT_s & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} x^n_t + \begin{bmatrix} 0 & 0 & v^2 T^2_s / 2 & 0 & 0 \\ 0 & 0 & vT_s & 0 & 0 \\ 0 & 0 & 0 & T_s & 0 \end{bmatrix} x^l_t$$

$$+ \begin{bmatrix} T_s & 0 \\ 0 & 0 \\ 0 & \cos \Psi_{rel,t} T^2_s / 2 \end{bmatrix} u_t + w^n_t$$

(16)

and

$$x^l_{t+1} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ vT_s & v^2 T^2_s / 2 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} x^n_t + \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & v^3 T^3_s / 6 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \end{bmatrix} x^l_t$$

$$+ \begin{bmatrix} 0 & 0 \\ vT^2_s / 2 & 0 \\ 0 & 0 \\ 0 & \cos \Psi_{rel,t} T^2_s / 2 \end{bmatrix} u_t + w^l_t.$$  (17)
Furthermore, the measurement model (7) conforms with this structure,

\[
\begin{bmatrix}
L^m
\end{bmatrix}
\begin{bmatrix}
R^m
\end{bmatrix}
\begin{bmatrix}
\Psi^m
\end{bmatrix}
\begin{bmatrix}
e^m
\end{bmatrix}
\begin{bmatrix}
g_{host}(x^n_t)
\end{bmatrix}
+ \begin{bmatrix}
0
0
\Psi_{rel}
\end{bmatrix}
\begin{bmatrix}
c_0,t
\end{bmatrix}
\begin{bmatrix}
-1/2
1/2
0
0
0
0
0
0
\end{bmatrix}
\begin{bmatrix}
x^t
\end{bmatrix}
+ e_{host,t}
\]
we have focused on the estimate of the curvature parameter $c_0$, which is crucial to many automotive applications, such as adaptive cruise control systems, collision warning or any system that rely on assigning leading vehicles to the correct lane. This is sometimes referred to as the lane assignment problem (Eidehall and Gustafsson, 2004, Zomotor and Franke, 1997).

In order to quantify the importance of the curvature parameter we approximate the $\tilde{y}$-part of (7e) using a second-order Taylor expansion around $\Psi_{rel} = y = y_{off} = 0$,

$$\tilde{y} = (\cos(c_0 x) - 1) \frac{1}{c_0} \approx \left(1 - \frac{(c_0 x)^2}{2} - 1\right) \frac{1}{c_0} = c_0 \frac{x^2}{2}. \quad (18)$$

This implies that for small changes in $c_0$ we have,

$$\Delta\tilde{y} \approx \frac{x^2}{2} \Delta c_0, \quad (19)$$

which means that for a leading vehicle 100 metres in front of the host vehicle, a small error of, say $5 \cdot 10^{-4}$ (1/m) in $c_0$ will result in an error of 2.5 metres in $\tilde{y}$. This is enough to assign the leading vehicle to the wrong lane.

We have compared the filters using both synthetic and authentic data. The two data sets were both run, first through the EKF and then through the MPF using different numbers of particles.

![Figure 3: The data sequence was recorded during poor visibility conditions.](image)

### 4.1 Synthetic data

For a simulation, the true values of all parameters are readily available. Furthermore, a simulation allow us to test any filter for specific scenarios or specific disturbance environments. We have tried to create a realistic environment, but at the same time tried to challenge the filters with fast changes in the road geometry. The results from the simulation are shown in Figure 2. The plot shows the root mean square error (RMSE) of the
curvature during the simulation using different numbers of particles in the MPF. In the same plot the EKF performance and the measured curvature, $c_{m}^{0}$, are shown.

![Graph showing curvature RMSE for different numbers of particles, using authentic data.](image)

**Figure 4:** The curvature RMSE for different numbers of particles, using authentic data.

Here, the MPF does not improve the estimation performance compared to the EKF. The explanation to this could be that the nonlinearities of the model are quite small and that the EKF is performing close to the Cramér-Rao lower bound (Kay, 1998).

### 4.2 Authentic data

The authentic data set was recorded in the northern parts of Sweden during the winter. From Figure 3 it is clear that the visibility of the lane markings is very low. Analogous to the simulation experiment, we have compared the EKF to the MPF using different numbers of particles. The true value of the curvature which was used to compute the magnitude of the errors was obtained from a detailed map. Figure 4 show the results of the experiment. For reference, we have also plotted the curvature and the absolute curvature error over time in Figure 5 and Figure 6, respectively. As can be seen, the MPF outperforms the EKF during high particle number settings. Why the MPF is better here, but not for synthetic data needs to be investigated further. The reason is probably that the MPF is more robust to model errors, since it does not depend on the derivatives of the measurement equations, or it is less sensitive to errors in other assumptions about noise and inputs used in the model. The fact that the curve is not monotonic in Figure 4, *i.e.*, the error is higher for the highest particle setting is due to the stochastic nature of the particle filter.
5 Conclusions

We have shown that the marginalised particle filter can be implemented for automotive tracking and that it can give better performance than the traditionally used extended Kalman filter. Although the difference might not big enough to motivate the extra computational cost today, future increases in computational power will allow its implementation. Furthermore, the marginalised particle filter might be the only choice if more advanced nonlinear measurement equations, such as map information fusion, are to be used.
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Abstract

In many applications of tracking and sensing systems, reference data for tuning and verification of system performance is unavailable. In this article the problem of automotive on-line road shape estimation is discussed and a method for obtaining reference data for this application is presented. The reference data is based on a least squares curve which is fitted geometrically to the lane boundaries. It does not require any extra sensors or other hardware. It is also shown that the accuracy of the estimate is high enough to be used as a reference in most applications.
1 Introduction

During the process of tuning and validating the performance of sensor systems, including tracking and navigation algorithms, it is necessary to compare the output from the system to a reference data set. For example, when evaluating the performance of a radar for tracking aircraft, the true positions of the aircraft can be obtained from a GPS system. Of course, the GPS does not give the true position in theory, only a more accurate measurement. But in this case it could be argued that the error in the GPS measurement is insignificant in comparison to the error in the radar measurements.

The problem is that in many tracking and navigation examples, the true value of the data might not be available or it might be difficult or expensive to obtain. In such cases there are other techniques that can be used. For example, for a Kalman filter based tracking system, a smoothing algorithm can be applied once the entire data set has been collected. In the online application, only information from the past can be accessed, but off-line, the entire data set is available and thus also future information can be included in order to obtain a more accurate reference signal. Gustafsson (2000) or Kailath et al. (2000) provides detailed information on Kalman filtering and smoothing.

There are many other possibilities, often application specific. For example in road geometry estimation, which is a well studied field in the automotive industry, the goal is to obtain information about the shape of the road ahead of the host vehicle. This is typically done using a camera and image processing in order to analyse the shape of the white lane markings in the image. A creative solution for evaluating the accuracy of such a system was presented by Gern et al. (2000). This system uses a camera and image processing to measure the road curvature, and they want to improve the accuracy of this estimate by measuring the motion of leading vehicles with a radar. A vision based system is always sensitive to weather and visibility condition, so when evaluating the low visibility performance they drive the same road during good visibility and use that as a reference.

In this article, a new method for obtaining reference values of road geometry parameters such as road curvature is proposed. It is a geometric method based on analysing the future road trajectory and applying least squares curve fitting to a sliding window. The method does not require any extra sensors or other hardware, it only relies on information that is already available in most vehicles. An important part of this article is devoted to analysing the accuracy of the obtained values. The analysis is based on trajectory prediction precision which is evaluated on a test track with known shape.

The article first discusses different road models in Section 2 and the how to obtain the road trajectory parameters in Section 3. Next, in Section 4 the accuracy of the obtained road geometry parameters is analysed and the article ends with conclusions in Section 5.

2 Road model

When parameterising the road shape, there are a couple of different choices of road models that can be used. A road model is expressed as a coordinate transformation $(x, y) \rightarrow (\tilde{x}, \tilde{y})$ where $(x, y)$ are points expressed in a longitudinal and lateral position relative to the road and $(\tilde{x}, \tilde{y})$ are points expressed in a Cartesian coordinate system at-
Figure 1: The road model is expressed as a mapping from the road \((x, y)\) coordinates to the host vehicle \((\tilde{x}, \tilde{y})\) coordinates.

\[
\text{radius} = \frac{1}{\psi + c, x}
\]

Figure 2: This plot shows a typical appearance of the road curvature parameter produced by the proposed method during a five minute test drive.
attached to the host vehicle, see Figure 1. Typically, such models are based on a clothoid curve (Dickmanns and Zapp, 1986, Zomotor and Franke, 1997, Gern et al., 2001) which agrees well with how roads are constructed (Vägverket, 1994). A clothoid curve is a curve where the curvature changes linearly with the distance. The curvature is defined as \( c(x) = 1/r(x) \) where \( r(x) \) is the momentary radius at \( x \) and \( x \) is the distance along the curve. The radius can thus be written \( r(x) = 1/c(x) = 1/(c_0 + c_1 x) \) where \( c_0 \) and \( c_1 \) is the curvature and clothoid parameter respectively. Mathematically, a road model based on an exact clothoid curve is rather complicated, which is why approximations are normally used. Different such approximations have been investigated by the authors (Eidehall and Gustafsson, 2004) and here, the most common of these will be used. This model is also most suitable for least squares curve fitting.

In mathematical form, it can be expressed as:

\[
\begin{pmatrix}
\tilde{x} \\
\tilde{y}
\end{pmatrix} = \begin{pmatrix} x \\
y - y_{\text{off}} - \Psi_{\text{rel}} x + c_0 x^2 / 2 + c_1 x^3 / 6 \end{pmatrix},
\]

(1)

The variables \( \Psi_{\text{rel}} \) and \( y_{\text{off}} \) are defined in Figure 1. Note that this is a local model around the host vehicle at a snapshot in time. This means that as the host vehicle drive forward, the variables \( y_{\text{off}}, \Psi_{\text{rel}}, c_0 \) and \( c_1 \) will vary with time, i.e., we have \( y_{\text{off}} = y_{\text{off},t}, \Psi_{\text{rel}} = \Psi_{\text{rel},t}, c_0 = c_0,t \) and \( c_1 = c_1,t \). In this particular model the relationship \( \tilde{x} = x \) holds, i.e., the curve effect in the \( x \)-direction is ignored. This line of the equation can thus be removed since it does not provide any information about the parameters to be estimated. If we also include the time varying parameters, the road model simply becomes

\[
\tilde{y} = y - y_{\text{off},t} - \Psi_{\text{rel},t} x + c_0,t x^2 / 2 + c_1,t x^3 / 6.
\]

(2)

Another possible model choice is to drop the clothoid parameter \( c_1 \) in (1) and thus fit a pure circle segment. Note that \( \Psi_{\text{rel}} \) also is estimated, which is more a property of the driven path in relation to the road rather than a property of the road shape itself. Road models in general are discussed more thoroughly elsewhere (Eidehall and Gustafsson, 2004).

Given a set of points \((x, y)\) and \((\tilde{x}, \tilde{y})\) in both coordinate systems, i.e., \((x_{i,t}, y_{i,t})\) corresponds to \((\tilde{x}_{i,t}, \tilde{y}_{i,t})\), model (2) holds for all these points:

\[
\tilde{y}_{i,t} = y_{i,t} - y_{\text{off},t} - \Psi_{\text{rel},t} x_{i,t} + c_0,t x_{i,t}^2 / 2 + c_1,t x_{i,t}^3 / 6.
\]

(3)

These points can be obtained by the dead reckoning method described in Section 3.1. This can now be written as regression model by solving for the desired parameters \( \Psi_{\text{rel},t}, c_0,t \) and \( c_1,t \). Of course, the parameter \( y_{\text{off},t} \) could also be estimated by this method, but since the direct measurement of this signal was found to be rather accurate, it was decided to be excluded in order to improve the accuracy of the other parameters. Rewriting (3)

\[
\tilde{y}_{i,t} - y_{i,t} + y_{\text{off},t} = -\Psi_{\text{rel},t} x_{i,t} + c_0,t x_{i,t}^2 / 2 + c_1,t x_{i,t}^3 / 6
\]

and factoring the right hand side, the expression becomes

\[
\tilde{y}_{i,t} - y_{i,t} + y_{\text{off},t} = \begin{pmatrix} -x_{i,t} & x_{i,t}^2 / 2 & x_{i,t}^3 / 6 \end{pmatrix} \begin{pmatrix} \Psi_{\text{rel},t} \\ c_0,t \\ c_1,t \end{pmatrix}.
\]
If we now define
\[ \eta_{i,t} = \tilde{y}_{i,t} - y_{i,t} + y_{\text{off},t}, \]
\[ \varphi_{i,t} = \left( -x_{i,t} \quad x_{i,t}^2/2 \quad x_{i,t}^3/6 \right), \]
\[ \theta_t = \begin{pmatrix} \Psi_{\text{rel},t} \\ c_{0,t} \\ c_{1,t} \end{pmatrix}, \]
the structure
\[ \eta_{i,t} = \varphi_{i,t} \theta_t \]
is obtained.

## 3 Parameter estimation

### 3.1 Symmetric sliding window

**Overview**

In order to estimate the road parameters, information about the shape of the road is needed. This is obtained by dead reckoning the position of the host vehicle using the yaw rate and velocity sensors and at the same time compensating for the host vehicle lateral position in the lane. Of course, this is dependent on that the error in these signals is sufficiently small. This is investigated in Section 4. The reason for compensating for the lateral position in the lane, which can be measured with the vision system, is that the goal is to estimate the shape of the lane, not the path that the host vehicle is driven.

One of the design choices in the proposed method is the length of the window that is used to estimate the road parameters. A long window will give a more stable but sometimes too slow estimate, for example during curve entry, while a shorter trajectory will be faster but sometimes more noisy due to imperfections in the lane markings and in the measurements of these.

A method that have worked well in our tests is to use a time based length of about five to six seconds. This makes the trajectory longer at high speeds which is more suitable for slower changes in curvature and shorter for slower speeds which is more suitable for faster changes in curvature, which agrees with how roads are constructed. Note that when using this method, a lower limit on the host vehicle speed has to be used in order to assure that the problem remains well conditioned.

**Dead reckoning**

The signals from the vehicle that are used in the dead reckoning are \( \dot{\Psi}_t, v_t \) and \( y_{\text{off},t} \) which are sampled with sample time \( T_s \). \( \dot{\Psi}_t \) and \( v_t \) is used to compute the path of the host vehicle and \( y_{\text{off},t} \) is used to, based on the host vehicle path, extract the shape of the lane.

First some preliminary definitions. For each time instant \( t \) where the curve fitting process will be carried out, the interval set \( I = \{ -L/2, \ldots, 0, \ldots, L/2 \} \) will be used,
centred around $t$. Note that the length of $I$ is really $L + 1$. Furthermore, if $p$ and $q$ are integers with $p < q$ a backwards sum is defined as

$$
\sum_{i=q}^{p} a_i = -\sum_{i=p}^{q} a_i,
$$

(8)

and also, if $p = q$ the sum

$$
\sum_{i=p}^{q} a_i = 0
$$

(9)

can be defined. First the angle of the host vehicle at time $t + i$ relative to the angle at time $t$ is computed:

$$
\Psi_{i, t} = \sum_{\tau=0}^{i} \dot{\Psi}_{t+\tau} T_s, \ i \in I.
$$

(10)

Using (8) and (9) above, this expression is defined for negative values of $i$, for example, it also means that $\Psi_{0, t} = 0$. The subscript $i, t$ refers to the angle of the host vehicle at time $i + t$ relative to, and extrapolated from, the angle at time $t$. The host vehicle path can then be computed geometrically as

$$
\tilde{x}_{i, t}^{\text{veh}} = \sum_{\tau=0}^{i} \cos(\Psi_{\tau, t}) v_{t+\tau} T_s, \ i \in I,
$$

(11)

$$
\tilde{y}_{i, t}^{\text{veh}} = \sum_{\tau=0}^{i} \sin(\Psi_{\tau, t}) v_{t+\tau} T_s, \ i \in I.
$$

(12)

Similarly, subscript $i, t$ means the position of the host vehicle at time $t + i$ relative to, and extrapolated from, the position at time $t$. The path of the centre of the lane can then be computed by adding a vector of length $y_{\text{off}, i+t}$ perpendicular to the driven path, see Figure 3, i.e.,

$$
\tilde{x}_{i, t} = \tilde{x}_{i, t}^{\text{veh}} + \sin(\Psi_{i, t}) y_{\text{off}, i+t}, \ i \in I,
$$

(13a)

$$
\tilde{y}_{i, t} = \tilde{y}_{i, t}^{\text{veh}} + \cos(\Psi_{i, t}) y_{\text{off}, i+t}, \ i \in I.
$$

(13b)

In the $(x, y)$-coordinate system, the centre of the lane is just a straight line in the $x$-direction:

$$
x_{i, t} = \sum_{\tau=0}^{i} v_{t+\tau} T_s, \ i \in I,
$$

(14a)

$$
y_{i, t} = 0, \ i \in I.
$$

(14b)

For time $t$, we now have a set of points with known coordinates in both coordinate systems $(x, y)$ and $(\tilde{x}, \tilde{y})$, i.e., $(x_{i, t}, y_{i, t})$ corresponds to $(\tilde{x}_{i, t}, \tilde{y}_{i, t})$ for all $i$ in $I$. Note that in the model 2, $\tilde{x}_{i, t}$ is not needed, but it might be needed if a different road model is to be used. It is included here for completeness.
Figure 3: The path of the host vehicle might be different from the centre of the lane. That is why compensation with $y_{off,i+1}$ is needed.

3.2 Least squares algorithm

The least squares problem for time $t$ can now be formulated by stacking $\eta_{i,t}$ and $\varphi_{i,t}$ from (4) and (5), where $i \in I$, in the two vectors

$$Y_t = \begin{pmatrix} \eta_{-L/2,t} \\ \vdots \\ \eta_{L/2,t} \end{pmatrix} \quad \text{and} \quad \Phi_t = \begin{pmatrix} \varphi_{-L/2,t} \\ \vdots \\ \varphi_{L/2,t} \end{pmatrix}. \quad (15)$$

Using these, the total problem for time $t$ can be written

$$Y_t = \Phi_t \theta_t. \quad (16)$$

The conventional least squares projection can then be used to obtain the $\theta_t$ that gives the minimum square distance to the true trajectory

$$\theta_t = (\Phi_t^T \Phi_t)^{-1} \Phi_t^T Y_t \quad (17)$$

Note that this is done once for each time step, i.e., performing these computations gives the road geometry parameters for one time instant only. An example of where the $c_{0,t}$ component of $\theta_t$ for a five minute test drive has been plotted is shown in Figure 2.
4 Accuracy of the proposed method

One of the causes of error in this computation is, of course, the drift that is generated by integrating yaw rate sensor in the dead reckoning process. An error in the yaw rate signal will give an error in the position which in turn will give an error in the road geometry parameters. In this section we try to quantify this error, and in particular the error in the curvature reference signal.

4.1 Dead reckoning error growth

In order to quantify the error in the dead reckoning procedure, a test vehicle is driven on a track with known shape. The trajectory, based on yaw-rate and velocity of the host vehicle only, is then plotted, see Figure 4. Since it is known that the vehicle returns to the same position after one lap on the test track, this data can be used to measure the accumulated position error.

During this test drive, the total distance error was 62.8 [m] after a driven distance of 6.26 [km] and a time of 187 [s]. Performance accuracy of the same order is also demonstrated by for example Fjellström and Andersson (2004) and Carlson et al. (2002). In order to analyse how the error grows, a simple curve integration is carried out where it is assumed that there is a constant error in the yaw rate measurement. If \( \dot{\Psi}(t) \) is the true yaw rate of the vehicle and \( \dot{\Psi}_{\text{err}} \) is a constant error, i.e., \( \dot{\Psi}_{\text{meas}}(t) = \dot{\Psi}(t) + \dot{\Psi}_{\text{err}} \) is measured, the following measured absolute yaw angle is obtained:

\[
\Psi_{\text{meas}}(t) = \int_{0}^{t} (\dot{\Psi}(\tau) + \dot{\Psi}_{\text{err}}) d\tau = \int_{0}^{t} \dot{\Psi}(\tau)d\tau + \dot{\Psi}_{\text{err}}t
\]  

(18)
Figure 5: In the error analysis it is assumed that the error is perpendicular to the travelled path.

If the error growth perpendicular to the travelled path is analysed, see Figure 5, and assuming constant velocity $v$, the following expression for the position is obtained:

$$y(t) = \int_0^t v \sin(\Psi_{\text{meas}}(\tau)) d\tau \approx v \int_0^t (\int_0^\tau \dot{\Psi}(\sigma) d\sigma + \dot{\Psi}_{\text{err}} \tau) d\tau =$$

$$= v \int_0^\tau (\int_0^\tau \dot{\Psi}(\sigma) d\sigma) d\tau + v \dot{\Psi}_{\text{err}} t^2 \frac{t}{2},$$

(19)

The error comes from the last term, i.e.,

$$\Delta y = \frac{t^2}{2} \dot{\Psi}_{\text{err}} v \leftrightarrow \dot{\Psi}_{\text{err}} = \frac{2 \Delta y}{t^2 v}. \tag{20}$$

Thus, the error grows with the square of the time. The velocity when this data was recorded was 33.4 [m/s]. This gives

$$\dot{\Psi}_{\text{err}} = \frac{2 \cdot 62.8 \text{ [m]}}{(187 \text{ [s]})^2 \cdot 33.4 \text{ [m/s]}} = 1.07 \cdot 10^{-4} \text{ [1/s]}. \tag{21}$$

Summarising, the position error will grow as

$$\Delta y(t) = v \frac{t^2}{2} \dot{\Psi}_{\text{err}} \tag{22}$$

or, expressing this in distance, with $s = tv$ or $t = s/v$:

$$\Delta y(s) = v \frac{(s/v)^2}{2} \dot{\Psi}_{\text{err}} = \frac{s^2}{2v} \dot{\Psi}_{\text{err}}. \tag{23}$$

4.2 Error in curvature estimate

In order to translate the error in the yaw rate measurement into an error in the curvature estimate it is first noted that when driving in a curve the relationship

$$v = \dot{\Psi}_r$$

(24)
holds, where \( \hat{\Psi} \) is the true yaw rate, \( r \) is the momentary radius and \( v \) is the velocity. This is illustrated in Figure 6. Using \( r = 1/c \) the following expression for the curvature is obtained:

\[
v = \frac{\hat{\Psi}}{c} \Leftrightarrow c = \frac{\hat{\Psi}}{v},
\]

which means that when there is an error in the yaw rate measurement, the curvature becomes

\[
c^* = \frac{\hat{\Psi} + \hat{\Psi}_{err}}{v} = \frac{\hat{\Psi}}{v} + \frac{\hat{\Psi}_{err}}{v} = c + \frac{\hat{\Psi}_{err}}{v},
\]

i.e., the error in the curvature is

\[
\Delta c = c^* - c = \frac{\hat{\Psi}_{err}}{v},
\]

The main interest of this method is speeds above 50 [km/h] \( \approx 13.9 \) [m/s] which implies that the maximum error in the curvature for such driving scenarios is

\[
\Delta c = \frac{\hat{\Psi}_{err}}{v} = \frac{1.07 \cdot 10^{-4} [1/s]}{13.9 [m/s]} = 7.70 \cdot 10^{-6} [1/m].
\]

If this is compared to the magnitude of the curvature signal in Figure 2, which is about \( 1 \cdot 10^{-3} [1/m] \) it can be found that the relative error is

\[
\frac{\Delta c}{c} = \frac{7.7 \cdot 10^{-6} [1/m]}{1 \cdot 10^{-3} [1/m]} \approx 0.8%.
\]

which indicates that the curvature estimate generated by the proposed method is accurate enough to use as a reference signal in most applications.
5 Conclusions

We have discussed a method for obtaining a reference signal for the road geometry parameters. The estimate is a least squares curve fitted to the lane boundary trajectories. It is clear that the error caused by the dead reckoning is insignificant for most applications. The signal can be used as a reference when tuning and verifying filters for estimating road geometry. Of course, there are other sources of error that have been neglected in this analysis. One is the error in the host vehicle lateral position signal, but the algorithm is rather unsensitive to this and it can be shown that the error caused by this is less than or about the same order as the error from the dead reckoning. Another cause of error is the choice of road model. The model presented here is an approximation of a clothoid curve. But even a model which exactly describes a clothoid curve would not always fit perfectly. For example, a road segment of which the first half is a straight line and the other half is a clothoid cannot be parameterised by one clothoid curve. Also, some roads use an immediate transition from a straight segment to a circle segment instead of a clothoid transition.

Despite these facts, we believe that the reconstructed road curvature information from the proposed method has high quality and it has also been very valuable in our research.
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